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Abstract—The advent and the popularity of both social 
media and ITC contributed to the birth of a new type of data 
called social data. The accumulation of this data gave birth to a 
new big data subgenre formally known as social big data. In 
the same way as big data, social big data is a new concept draw 
the attention of many studies. However, there is still a lack of 
consensus on its definition and also conceptualization. Hence 
the interest of our work, which aims to bridge the existing gap 
in the literature by providing a definition of the concept, its 
characteristics and also types. All of this was done based on a 
detailed analysis of previous works. In the same way as big 
data, it should be noted that the exploitation of social big data 
is very useful for several fields such as psychology, sociology, 
politics and business to achieve this firms therefore the second 
point addressed in this work, is how firms and users in general 
can extract value from all the social big data floating around 
them, to do so we put forward a series of actions and steps that 
falls under the name of social big data value chain, and also the 
main challenges encountered in these steps. With this paper we 
aim to foster future research activities around this concept.

Keywords—Big data, Social big data, Social big data value, 

Digital human, Characteristics, Social media,  Acquisition and 

preparation of data, Organization of data, Data Analysis, Data 

Exploitation. 

I. INTRODUCTION 

Since the start of the 21st century Big Data became one 
of the most discussed topics and terms in the world but at the 
same time it was the least understood.  

Since its inception, the discussion around BD (Big Data) 
defined the concept using only qualitative terms. At that time 
BD was mostly defined as a larger than a certain number X 
of terabytes. This simple definition went through a lot of 
changes due to the many technological advances such as 
software tools, size of datasets, storage devices etc.… and 
also due to different fields and sectors where big data is used 
like business world, computer science etc.… 

The rise of big data has coincided with two major events, 
the technological boom and the abundance of technological 
devices such as smartphones, computers etc. And also the 
birth and the development of a new communication tool 
called SOCIAL MEDIA. During the last two decades, social 

media completely reshaped not only the way people 
communicate but also the way they share and create 
information, these changes contributed to the birth of what 
researchers call “an always on society” where people 
constantly interact with each other thus creating an extensive 
amount of human generated diverse data called SBD (Social 
Big Data). According to Gandomi and Haider (2015) “such 
unstructured/semi unstructured yet semantically rich data has 
been argued to constitute 95% of all big data”. Given its 
important and quantity that cannot be ignored, many 
researchers and theorists tried to study and theorize this 
emerging concept. 

Broadly speaking SBD refers to a large amount of data 
generated through the use of social media, ”the sheer volume 
and semantic richness of such data opens enormous 
possibilities for utilizing and analyzing it for personal, 
commercial as well as societal purposes” (Olshannikova et 
al, 2017). 

II. MOTIVATION & METHODOLOGY

A. Motivation 

The main goal of this literature review is to clarify and 
shed some light in the concept of social big data. To do so 
we will start by identifying the many ways SBD was defined 
and interpreted in the literature. We will also address the 
types of SBD and also the many benefits and challenges 
related to using SBD. 

Based on what we said before, the value of this paper can 
be presented as follows: 

 Firstly, we will examine the literature so we can 
bring clarity on big data and its characteristics. 

 Secondly, we will aim to bring some clarity on 
various SBD concepts; we will also attempt to 
summarize the relation between SBD and many 
other fields. All of this will help us provide a 
synthesized definition of the concept and also 
identify its characteristics. 

 Thirdly, we will focus on the various types of 
SBD. 
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 Finally we will address the way firms and users 
can create value des the collected data. 

B. Methodology 

Before stating which the mythology was followed in this 
work, it should be emphasized that the latter takes form of a 
literature review. 

As we know, the literature review is considered the 
building block of almost all the academic research activities, 
regardless of the disciplines. It’s usually used as way of 
collecting and synthesizing previous researches, and also a 
firm formation for advancing and facilitating any theory 
development. There are three different approaches to conduct 
a literature review: systemic, semi-systemic and integrative. 
Each of these approaches differs in their purpose, sample 
characteristics…. 

When it comes to our work we chose to follow the semi-
systemic approach, this approach was designed is for “topics 
that have been conceptualized differently and studied by 
various groups of researchers within diverse disciplines” 
(Wong et al, 2013). Besides the aim of overviewing a topic, a 
semi-systemic review “often looks at how a research within a 
selected field has progressed over time or how a topic has 
developed across research traditions” (Snyder, 2019). 
Overall we choose this approach because it will help us 
understand all relevant research traditions that have 
implications for studied topic. 

III. LITERATURE REVIEW:

A. Big data: 

In this section, we will try to first present a list of popular 
definitions of big data, followed by a list of its essential 
characteristics. To do so we studied, reviewed and analyzed 
the related literature found on major databases. 

 Definition:

While its ubiquitous big data as a concept has no formal 
and certain origin, despite its current popularity, there’s no 
single unified definition. Fundamentally speaking, the term 
big data “applies to datasets that grows so large that they 
become awkward to work with using traditional datasets 
management systems” (Elgendy, Ebragal, 2014), this 
definition coincides with the one cited in the oxford 
dictionary. According to oxford dictionary big data is an 
“extremely large datasets that may be analyzed, 
computationally to reveal patterns, trends and associations 
especially relating to human behavior and interactions”. This 
definition has since been reiterated by a number of other 
scholars, some of them even added new characteristics such 
as veracity, velocity, value etc...   

When it comes to the literature, the quick and chaotic 
evolution of big data has contributed to the birth if several 
definitions, some of them focused on what big data is or 
represent, what others try to answer through it, what it does 
and even what kind of technology is needed to deal with it.  

Amongst the most cited definitions, we found the one 
included in the Gartner report published in 2001. However 
the Gartner report doesn’t mention the term “big data”, but it 
was still considered as an authority in the matter. According 
to Gartner big data can be defined based on its characteristics 
known as Vs. The report in question proposed a 3 fold 
definition encompassing the 3 Vs: Volume, Velocity and 

Variety. As reported by Gartner “big data is high volume, 
high velocity and high variety information assets that 
demand cost effective, innovative forms of information 
processing that enable enhanced insight, decision making 
and process automation”. Similarly, (Schroeck et al, 2012) 
considers big data as “a combination of Volume, Variety, 
Velocity and Veracity that creates an opportunity for 
organizations to gain competitive advantage in today’s 
digitized marketplace”, In the same way Laney (2001) offers 
the following definition "big data represents voluminous, 
high-velocity and varied information resources that require 
innovative forms of processing ...». Recently, the 3Vs 
method developed by Laney (2001) has been extended to 3 
other Vs, including the value cited by (Chen et al, 2014 and 
Oracle), veracity (Arun and Jabasheel, 2014) and variability / 
complexity (IAS Inc.).  The addition of these new 
characteristics prompted the birth of new definitions based 
on the technological aspect of big data, according to Provost 
and Fawcett (2013) big data represents “data sets that are too 
large for traditional data processing systems and that 
therefore require new technologies with names like Hadoop, 
Hbase, Mapreduce etc…”.  

The attributes and the technological one were not the 
only ways to define and describe the concept in hand; some 
definitions consider big data in terms of crossing a certain 
thresholds. In his definition Dumbill (2013) conveyed the 
multidimensionality of big data, by stating that big data is 
“data too big, moves too fast or doesn’t fit the structure of 
the database”. The other aspect mentioned in the literature is 
big data’s impact. Several definitions highlight the huge 
impact that big data have not only on firms but also on 
society in general. Boyd and Crowford (2012) proposed the 
following definition, big data is “a cultural, technological, 
and scholarly phenomenon”, in the same way Mayer-
Schonberger and Cuckier (2013) described big data in terms 
of three main shifts in the way of analyzing the data in hand, 
the analysis of the data will improve the way we understand 
the society and the firms in question, according to Mayer 
Schonberger and Cuckier (2013), the shifts in question 
include a high volume of messier data and correlation. 

The many definitions stated before and the ones stated in 
table 1 confirm what we stated earlier and go along with the 
observation made by Bi and Cohen (2014) among other 
authors.  

 Summary of the definitions:

For the rest of this work, we will offer a definition based on 
the aforementioned definitions as well as observations of the 
literature. “Big data is a complex large data set 
characterized by high velocity and a variety of 
information; this said data requires new technological 
tools (for storage, analysis) to substrate value”. This
definition highlights the concept of 5Vs; the omission of 
veracity was done on purpose since it’s often attributed to a 
specific type of data characterized by uncertainties and 
inconsistencies or lack of precision, example: data collected 
from social media. 
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Authors Definitions 

Boyd and Crawford (2012) A cultural, technological 
and scientific phenomenon 
that relies on the interplay of 
analytical technology and 
methodology. 

Manyika et al ( 2011) Refers to datasets whose 
size is beyond the ability of 
typical database software 
tools to capture, store, 
manage, and analyze. 

Zikopoulos et al (2013) Big data contains four 
dimensions namely volume, 
variety, velocity and 
veracity. 

Laney (2001) Characterized by 3Vs 
theory: volume, variety, and 
velocity. Volume: with the 
generation and collection of 
data, data scale becomes 
increasingly big; Velocity: 
timeliness of big data, 
specifically data collection 
and analysis must be rapidly 
and timely conducted; 
Variety: the various types of 
data, which include semi-
structured and unstructured, 
structured data 

Table. 1: Some Big data definitions 

 Big data characteristics:

The definition cited highlights the following 
characteristics: Volume, velocity, variety, value and 
complexity. These terms represent the characteristics of big 
data commonly known as 5Vs. However these dimensions 
are constantly developing. 

 Volume: 

Volume is the first dimension that we will discuss, it 
refers to the magnitude of data generated and collected (Chen 
et al, 2014), it is safe to say that the amount of data generated 
increases each day. That amount can exceed terabytes to 
reach petabytes, or even extabytes, and this growth is 
expected to continue over the next few years.  

According to Hendler (2013) “the term volume 
originated to describe the amount of data held in large 
databases”. This enormous amount of data is continuously 
created from multiple sources such as social media, clouds, 
business data and the Internet of Things which prompts us to 
ask the question what’s big?, because what may be deemed 
big today may not meet the threshold in the future, since the 
storage capacities  increase with time. 

 Velocity: 

Whereas volume refers to the size of data, velocity refers 
to the speed  at which the data in question is generated 
and also the speed, at which it should be collected, analyzed 
and used. This was confirmed by Chen and Zhang (2014), 
they refer to velocity as “the speed characterizing incoming 
and outgoing data”. 

 Value: 

This is the most important aspect of big data, and the 
purpose of big data technologies. It was introduced by Oracle 
as the defining attribute of big data. This view was also 
shared and expressed by IDC (International Data 
Corporation). According to them the big data architectures is 
designed to extract value from large volume of data. 

 Variety: 

This attribute is an essential characteristic of big data, it 
refers to different data’s structures (structured, semi 
structured and unstructured) and also the many sources it 
comes from for example smartphones, social networks, 
clouds, sensors among many others, and also the formats and 
types images, videos, texts, audios…… 

 Complexity: 

This dimension was introduced by SAS Inc. It was added 
in order to extend the dimensional model of big data. It refers 
to the fact that big data is generated through a multitude of 
sources, which poses a critical challenge when processing 
data (the need to connect, cleanse and transform this data 
into useful information). 

According to Mikalef et al. (2018), various researchers focus 
on different aspects of big data, some authors introduced 
other characteristics such as veracity, visualization, 
variability. 

Fig.1: The characteristics of big data, adopted from (Mikalef 
et al., 2018). 
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B. Social big data:  

 Definition: 
After defining big data in general, we will now move on 

to the main concept of our work, called social big data or 
social big data, as its name suggests, social big data 
represents the set of simple data and information collected 
from social media. When it comes to the literature there 
seems to be a lack of consensus on the general definition of 
social big data and associated terms. "In general, researchers 
focus on the analysis and use of social big data, having paid 
little attention to the concept and understanding of the 
associated phenomena" (Cambria et al, 2013). Faced with 
this dilemma it is therefore essential to describe and examine 
the literature in order to clarify this concept more and more. 
Therefore the goal of this section is to examine and review 
the existing literature on the concept by presenting and 
comparing the various definitions and approaches. While 
examining the literature, we noticed that social big data was 
defined and studied in several ways, some of these 
definitions were “simple” and others were considered 
“complex”. These differences were due to many factors: 

 The rapid and constant development of social 
media. 

 The enormous growth of data generated by social 
media and social networks, approximately 2.5 
Exabyte of data is created and shared per second. 

 The various fields of research: social media, social 
networks, social computing etc.… 

As its name suggests, social big data represents the set of 
data and simple or raw information collected via social 
media. In the literature there seems to be a lack of consensus 
on the general definition of social big data and associated 
terms. When it comes to the literature the first definition of 
social big data is attributed to Lazer and al (2009). According 
to them social big data represents “data collected from social 
media platforms”. This definition was reiterated in different 
ways and by many authors such as Mukkamala and al (2014) 
among others. In a more detailed way Orgaz and al (2016) 
consider social big data as a “conjunction of two different 
concepts, social media and big data therefore SBD is a vast 
amount of data generated from multiple distributed sources 
but with an emphasis on social media”. Another school of 
thought proposes a definition by focusing on the components 
of social big data; Tang et al (2014) consider social big data 
as "the fusion or union of three large parts, user data, and 
relationships social and generated content”. Beyond the 
cited, definitions other theorists interpreted Social Big Data 
based on other concepts and approaches. For example, in his 
book “SBD mining”, Ishikawa considers Social Big Data as 
a science and describes it as “the science of analyzing 
physical real world data (heterogeneous data with implicit 
semantics such as science data, event data, and transportation 
data) and social data (social media data with explicit 
semantics) by relating them to each other”. In the same book 
Ishikawa also listed the characteristics of the concept. 
According to the latter since big data is characterized by 3 
V’s: Volume, Variety and Velocity, Social Big Data shares 
the same characteristics but he also added a fourth one 
named Vagueness.  

The second approach sees big data as a big part of social 
computing (social computing is the field of computing that 
focuses on the interaction between social behavior and 

computer systems). The most prominent scholars of this 
school of thought are Guellil and Boukhalfa (2015). Based 
on the work of other authors such as Mukkamala (2014) and 
Nguyen (2015), Guellil and Boukhalfa (2015) were able to 
conclude that SBD is a direct synonym of social media data. 
Guellil and Boukhalfa provided the following definition, 
“SBD might be interpreted as a synonym of SMD (Social 
Media Data) with qualities such as large volume, noisiness 
and dynamism”. In this context noisiness refers to the 
abundant spam found in the blogosphere as well as the 
existence of trivial posts on social networks. Even though 
Guellil and boukhalfa defined SBD, they did not propose any 
clear conceptualization of said concept. In the other hand, 
and following the same school of thought Mark coté (2014) 
attempted not only to define the concept but also to 
conceptualize it, by first of all distinguishing it from big data 
and second by defining it and showing its importance. 
According to Coté (2014) the difference between the two 
concepts resides in their sources, “big data is any data 
produced as the result of the quantification of the world that 
may include data from sensors, multiple industrial and 
domestic networks as well as financial markets, whereas 
BSD “comes from the mediated communicative practices of 
our everyday lives, whenever we go online, use our 
smartphone, use an app or make a purchase.” As for its 
importance Coté (2014) argues that SBD is not a novel 
concept, and has a huge impact for many reasons, processing 
a huge amount of data can provide valuable information. 

It should be noted that other authors and researchers 
believe that social big data plays an essential role in the 
analysis of enormous of data generated via social media. 
Among the authors we find Bello-Orgaz (2016). The latter 
insinuate that SBD represents “a process and methods that 
are designed to provide sensitive and relevant knowledge to 
any user or company from social media data sources”. The 
collected data is characterized by their varied formats and 
content and also their very large size. Based on the work of 
Bello-Orgaz (2016), SBD incorporates three major different 
concept, big data (as a processing paradigm), social media 
(as the main source of data), and data analysis (as a method 
that will transform the collected data into relevant 
knowledge). 

 Characteristics: 
Since SBD is the result of the interaction between social 

media and big data, we can say that the two concepts share 
some characteristics (5Vs). However given the nature and the 
characteristics of social media, SBD is also characterized by 
Veracity and vagueness.  

 Veracity: 

This (recently added) feature does not yet have a uniform 
definition in the academic literature; each author uses / 
proposes a slightly different definition. The idea of veracity 
was used long before the birth of social big data and big data; 
it is deployed in several fields of research (biology, 
psychology, medicine, etc.). It alludes to the credibility of 
hypotheses and bibliographic resources used. We have to 
wait until 2012 that veracity was deployed in the context of 
social big data. Its first use is attributed to Snow (2012). The 
reasoning behind its incorporation was the complexity as 
well as the variety of the data collected and also the 
reliability of the sources. 
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When it comes to our research and social big data, there 
are several definitions of veracity. According to Orgaz et al 
(2016) it “refers to the accuracy and precision of 
information". This definition goes hand in hand with the one 
proposed by Bagiwa (2017), the latter considers veracity as 
“the disorder or reliability of the data, due to the large 
amount of data and its varied forms, the quality and precision 
are less controllable, for example Tweets or Facebook posts 
which are often characterized by abbreviations, typos and 
familiar speeches”. The definitions do not end there, for 
example IBM and Microsoft have referred to "veracity as the 
fourth V, it represents the inherent unreliability of some data 
sources". For Gandomi and Haider (2015) “veracity refers to 
disorder and reliability of data”, while for Storey and Song 
(2017) “veracity raises issues related to data quality”. Other 
authors define veracity by citing associated dimensions such 
as precision, credibility, completeness, availability (Agrawal, 
2012), consistency and accessibility (Corbellini et al (2017), 
integrity and authenticity (Denchenko et al 2013), reliability, 
authenticity, responsibility, availability (Mohan, 2016). 

To conclude we can say that veracity refers to the 
accuracy, credibility and reliability of a set of collected data, 
it also refers to the integrity and objectivity as well as the 
reliability of the sources of these data especially when it's 
social media. 

 Vagueness: 

Vagueness is the new characteristic but also perhaps the 
trickiest one to define and address. In general vagueness 
refers to the indistinctness of existence in data. When it 
comes to big data vagueness represents the confusion over its 
meaning, nature, content availability, tools…. In the 
literature many authors tried to define vagueness as a 
characteristic such as Bonne (2014), Svetlana (2014), 
Panimabat et al (2017). When it comes to SBD, vagueness 
was introduced by Ishikawa (2015) in his book. Ishikawa 
(2015) maintains that vagueness “is a result of a combination 
of various types of data to be analyzed, which lead to 
inconsistency and deficiency. It also relates to the issues of 
privacy and data management as social data involves 
individuals’ personal information. The proposed definition 
should not be mixed with the definition stated earlier that 
refers to the confusion over the meaning of big data. 

When it comes to our work, we will focus on the 
definition made by Ishikawa. 

 SBD types:

The rapid evolution of ICTs has completely transformed 
the role of users from a simple consumer to an active 
producer or mediator of information. This big change gave 
birth to a new type of users, “they are more in control of their 
profiles they can personalize/model the shared content 
according to their values, needs and preferences” (Cioffi-
Revilla, 2013). These users are called "digital human». 

The digital human represents the cornerstone of a society 
which balances between a physical world and a virtual 
world, during his interaction with the virtual world, the user 
gives birth to two types of data: data generated only by the 
machine and human generated data. Both of them can give 
users a fair share of social insight. 

 Machine generated data: 

This type data is considered the lifeblood of the Internet 
of Things. As its name suggests, machine generated data 
represents a type of data automatically generated by a 
computer process, application, or any other mechanism 
without any human intervention. The data generated by 
machine is characterized by being produced at very high rate 
and also by having no single form, type, format or metadata. 
According to Monash Research’s Curt machine generated 
data can be defined as “data that was produced entirely by 
machines OR data that is more about observing humans than 
recording their choices”. On the hand Abadi propose a more 
narrow definition of the concept, according to the author 
“machine generated data is data that is generated as a result 
of a decision of an independent computational agent or a 
measurement of an event that is not caused by a human 
action".  

 Human generated data: 

In general, the data generated by the human represents 
the content created following the interaction between the 
digital human (the user) and the social media, they exist in 
several forms created every day (email, audio file , video file, 
text, etc.). In the literature, human-generated data is divided 
into three subcategories: digital self-representation, 
Technology-mediated communication data and digital 
relationships data. 

 Digital self-representation: 

In what follows we will deal with the first type of social 
big data, even before defining this type, it should be noted 
that self-representation is not a new notion for human beings, 
because since its appearance humans have resorted to several 
methods in order to present themselves, starting with a 
simple painting in a cave, passing by well-detailed sculptures 
arriving at pictures / portrait photos. Today in the digital 
context, self-representation has retained its importance, it is 
considered the first step taken by the user (the digital human) 
in order to communicate and socialize with other users. 

In the literature digital self-representation is defined in 
several ways, according to Warburton (2010) “digital self-
representation constitutes a part of individual identity, and in 
an increasingly digitalized environment it represents an 
increasing part in sources of access and possible knowledge 
of an individual”. For their part, Boyd and Heer (2006) 
consider digital self-representation as “the most frequent 
strategy in online participation and communication, this 
strategy is based on data such as virtual profiles, user-
published content or a community”. 

 Technology-mediated communication data: 

This type of social big data represents all the data 
generated from communications via social media, thanks to 
these communication platforms this type of data is easily 
created. In the literature there is a very minimal number of 
definitions of this type. According to, Olshannikova et al 
(2017) this type of data represents, “the data generated 
during two-way communication or during the collaborative 
creation of knowledge during the distribution of knowledge 
or information via social media platforms”. 
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 Digital relationships data: 

Social media platforms such as Facebook and Twitter 
offer their users the chance to create virtual communities 
based on already existing connections in the physical world 
or with other users (virtual connections), this characteristic 
has given rise to a type of data called digital relationships 
data, this type of data describes the links between and the 
implicit and explicit relationships between users of social 
media. 

The analysis of this data offers a general and deep insight 
into social relationships and structure, as well as a better 
understanding of social phenomena, this information can be 
exploited to better know and target customers. 

C. Unit Social big data management: 

The proliferation of social big data allows the creation of 

added value in various areas, ranging from optimizing 

customer relation to significantly increasing margins. 

According to Stieglitz et al (2018) “social media data can be 

analyzed to gain insights into issues, trends, influential 

actors and other kind of information”. In order to create and 

generate the value needed, companies and organizations 

must use and master several techniques and technologies 

essential for handling and extracting the coveted 

information from the data at their disposal. These techniques 

and technologies fall under what we call data management.  

Basically data management “is seen as the gathering, 

processing, management of data producing new information 

for end users” (Emani et al, 2015; Krishnan, 2013). 

However, despite its benefits there’s little to no research that 

focus on the management of SBD even though the latter has 

always been the order of the day for researchers and 

practitioners, this is not the case for big data management. 

The latter was always discussed and covered by many 

authors and researchers such as Karmasphere (2011), Mork 

and Miller (2013), Curry (2014), Gandomi and Haider 

(2015) etc..... Each of these authors proposed its own 

version of big data management process under the name 

“big data value chain”. The proposed value chains have 

small differences (that can be overlooked) but also have 

several points such as the 4 big steps that should be 

followed: Acquisition, Organization, Analyze and Decision 

each of these steps contain many actions. 

When it comes to SBD, and since it’s considered as a 

subgenre of big data, we can say that the four steps cited 

before are also applicable here. However and considering its 

nature and characteristics it’s only right to add more steps. 

 Social Big Data value chain:

 Big data value chain: 

The value chain was created thanks to the work of 

Porter (1985), "the value chain represents a series of 

activities that can lead to the creation of value", and based 

on this principle several authors, researchers and 

organizations have tried to apply the value chain in their 

respective fields. Rayport and Sviokla (1995) are considered 

among the first to adopt the value chain in another domain 

precisely to information systems. Based on the logic of 

Porter (1985) and Rayport and Sviokla (1995), Karmasphere 

(2011) a company specializing in the optimization of contact 

points proposed its own interpretation of the value chain in 

the field of data and big data, the merger between the two 

concepts has given birth to what is called - big data value 

chain -. The latter is considered by the European 

Commission as "the cornerstone of the economy of the 

future, the knowledge economy".  

Karmasphere (2011) proposed a framework that can 

identify the key elements of BD value Chain, this 

framework is extremely focused on the processing of data 

already acquired and stored is split into four major stages 

called the 4As: acquisition, assembly, analysis and finally 

action. These steps can be segmented into: 

 Data management: This category is made up of the

following tasks, acquisition and assembly, it is

considered as the basic element of the chain value,

and during this step the data is retrieved / extracted

from several sources and organized according to its

types: structured, unstructured, semi-structured

data.

 Data analysis: In turn, this category is made up of

the following tasks: analysis and action. During

this phase companies begin to extract value from

the data collected, the extracted value will serve as

a basis for decisions.

Fig.2: Value chain according to 

Karmasphere (2011) 

Since this framework relegates the analysis, cleaning and 

filtering of data to the background, it is often judged by 

theorists to be too limited. 

In the same way as Karmasphere (2011), several theorists 

and organizations have formulated their own versions of the 

big data value chain, according to Labrindis and Jagadish 

(2012) have proposed a model composed of five steps; these 

same steps constitute the two main sub-processes, data 

management and data analysis. 

 Data management: involves the main things that

enable the company to acquire, store and prepare

data.

 Analysis: refers to the techniques used for the

analysis and creation of knowledge and value.

Fig.3: Value chain according to Labrindis 

and Jagadish (2012). 

Unlike the Karmasphere model, the model here emphasizes 

the phase of integration (or consolidation) and cleaning of 

data. 

 Data cleaning: This is the operation of detecting,

correcting or even deleting the various errors that

exist on the data acquired and stored. This
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operation can be carried out using several 

technologies which will be mentioned below. 

 Data integration: This is the operation that involves

combining data from multiple sources (social

media, internet of things, traditional data…), in

order to provide users with a new idea and a

benefit. It should be noted that non-compatible data

is not used and is discarded.

Other theorists use the term pipeline to refer to the chain 

value, according to Gandomi and Haider (2015) the pipeline 

is made up of six major stages: data acquisition, data 

extraction and cleaning, data integration and aggregation. 

(These three steps represent the data management process), 

while the analysis process has the following two steps: data 

analysis and interpretation. 

Fig.4: Processes for extracting insights from big data 

according to Gandomi and Haider (2015) 

. 

 SBD value chain:

Based on the analysis of the frameworks mentioned above, 

it is obvious that certain steps are crucial to extracting value; 

these same steps will serve as a basis for us in the 

development of our value chain. 

Fig.5. Social Big Data value chain: 

 Acquisition and preparation of data: 

The preparation of the data represents the first phase of our 

value chain, it is considered particularly crucial for the 

analysis of SBD and the creation of value, given the nature 

and characteristics of this type of data. The objective of this 

phase is to collect and acquire high speed data from 

different social media sources by using APIs and 

WebCrawler. One the data has been collected, firms can 

now process raw datasets, improve its quality, verify its 

veracity and limit the disclosure of private and sensitive 

information as much as possible. Once these tasks are 

completed the firm can now store the data. 

 Organization:  

This phase represents the second phase of the value chain; 

it’s mostly composed of a single major task “storing”. The 

purposes if this phase is to store, manage and organize data 

in an efficient way (even when it’s subjected to a heavy load 

of data) in order to facilitate the next phase. Organization is 

considered one of the most complex aspects of the social big 

data world, because unlike other elements of the process, 

this step does not only rely on software but it also requires a 

significant infrastructure. The latter should be able to deal 

with various data formats and store it in the right location 

and also must be able to parse them and extract the actual 

information like named entities, relation between them, etc. 

It should be noted, that a storage system is said to be 

efficient when it takes into account in one hand, one of the 

factors proposed by Brewer (2000): Consistency, 

Availability and Partition of Tolerance. And on the other 

hand when it offers users simultaneity the chance to store an 

unlimited amount of data and manage a high rate of random 

access to said data. 

 Analyze: 

During this phase, the collected data is subjected to several 

techniques in order to extract information deemed necessary 

to facilitate decision making. 

The collected SBD data in itself has no value and requires 

deep analysis in order to extract and acquire information 

from the collected data hence the critical status of this step. 

Some refers to this phase as the element that bridges the gap 

between data and knowledge. 

In the literature, it is defined in several ways. According to 

Davenport and Harris (2007) it represents "the intensive use 

of data, quantitative statistical analysis, explanatory and 

predictive models as well as factual management to guide 

decisions and actions to be taken". On the hand for 

(Gudivada et al, 2016), it represents “any actionable 

information that results from computational analysis of data 

using mathematical and statistical methods. Data analytics is 

an interdisciplinary domain encompassing mathematics, 

statistics, and computer science”. From these definitions it is 

evident that this phase is interdisciplinary and 

multidimensional, it involves the use of disciplines such as 

statistics, operational research, information systems to name 

a few examples. 

SBDA is generally categorized into five major categories 

that differ from each other in complexity, value and 

techniques used: method that describes what happened, 

method that describes why it happened, method that 

describes what will happen, method that facilitates obtaining 

the desired results and finally the one that describes the best 

action or decision to be taken. These methods are 

respectively named as follows: Descriptive, diagnostic, 

predictive, prescriptive and finally cognitive analysis. 
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Table. 2: 5 Types of Analytics 

 Decision: 

It represents the last phase of our value chain, during this 

phase the user interprets the results found during the 

previous phase, then it relies on these interpretations in 

order to make the appropriate decisions. It is generally made 

up of two tasks: data visualization then interpretation / 

decision making. 

 Visualization:

Broadly speaking, it can be described as the science of 

analytical reasoning facilitated by static or interactive visual 

interfaces, to be precise it represents an iterative process that 

involves information gathering, data preprocessing, 

knowledge representation. In the literature visualization is 

defined by several authors, according to Batrinca and 

Treleaven (2015) "it is the visual representation of data via 

diagrams in order to communicate information in a clear, 

efficient and compact way", according to Nasser and Tariq 

(2015) “visualization reveals so-called hidden patterns and 

patterns as well as unknown correlations to improve 

decision-making”.  

In general, graphs and dashboards are the most used 

techniques (for decades) to synthesize data in a coherent, 

compact and understandable format. However, as the 

volume of data increases, traditional visualization 

techniques cannot handle this huge volume, which has given 

rise to a new field of advanced visualization that uses 

interactive methods to represent thousands or even millions 

of points. 

 Decision making or interpretation:

Decision-making is the last link in the value chain, this step 

consists in determining the necessary actions to be taken 

based on the gathered and visualized results, it includes an 

interpretation and a critical evolution of the reports, 

diagrams tables, while taking into account the limitations, 

the validity and the reliability of the methods used. In the 

literature it is considered to be the phase with the greatest 

value in the chain. 

 Challenges related to the use of SBD value chain:

In order to make the best use of the value chain, companies 

face several challenges. These challenges can be categorized 

according to the phases of the chain as well as the tasks to 

be accomplished. 

 Phase 1 : data acquisition and data preparation: 

 In the quest for data acquisition and preparation, companies 

face several challenges. Each of these challenges is directly 

related to the task to accomplish. 

 Data collection:

In this first task, companies face primarily technological 

challenges among them we find: 

 Difficulty in collecting, acquiring, deciphering data

related to experiences, due to the irregularity as

well as to the diversity of the language used, the

latter often contains an informal language

(sarcasm, acronyms, spelling mistakes), this

content is often ambiguous and subject to human

interpretation, not algorithms.

 Difficulty in deciphering opinions/feelings. In

order to overcome this obstacle, it is necessary to

establish lists of pseudo codes/terms one which

designates positive feelings/opinions while the

other designates negative feelings/opinions.

 Despite their necessity, APIs prove to be quite

limited in terms of space and the number of units

allowed, for example YouTube data API sets a

limit of 30,000 units/users, while the total quota per

day is set at 50,000,000 units, for its part Twitter

allows only 15 requests per minute. These limits

prevent a large amount of data from being

obtained.

Définitions
Descriptive Based on the 

exploitation of 

historical data in 

order to identify 

patterns and create 

management reports 

based on past 

behavior. (Assunçao 

et al, 2015) 

 Standard

reports and

dashboards

 AD / HOC

reporting

 OLAP

 Line graph

Diagnostic An application of 

data analytics to 

investigate the 

causes and effects 

of situations. 

(Fleckenstein et al, 

2018). 

 Correlatio

ns

 Drill

Down

Predictive Use Data to identify 

Past patterns to 

predict the future 

(Bagiwa, 2017). 

 Data

mining

 Text

mining

 Web / 

media

mining

Perspective Uses data and 

mathematics to 

determine a set of 

high-value 

alternative actions 

given a complex set 

of objectives, 

requirements, with 

the goal of 

improving business 

performance 

(Damirkan and 

Delen, 2013). 

 Machine

Learning

 Neural

networks

 Prescriptiv

e

dashboards

Cognitive “The natural 

evolution of both 

data mining and 

visual analytics. It 

removes humans 

from the loop and is 

completely 

Automated, it 

combines the 

computing and 

cognitive science 

approaches” 

(Gudivada et al, 

2016). 

 Deep

Learning

 Computer

learning

systems

 Pattern

recognitio

n
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 Data cleaning:

When it comes to data cleaning firms face diverse set of 

challenges some of them were mentioned in the literature, 

according to (Freitas and Curry, 2016) "the central challenge 

of cleaning models is to manage the long data trail and 

improve the extensibility of data curation». In addition to 

this challenge, practitioners distinguish many others such as 

the high costs of curation projects, the time constraint this is 

directly related to the volume and variety of data collected 

as well as to security. 

 Data reduction and data conversion:

The most obvious challenge is that of technology, 

companies must at all costs update IT and technological 

services in order to cope with the complexity of the task and 

the complexity of the data in their hands this in order to 

avoid any corruption that can affect data. The other 

challenge that companies face is directly related to 

redundancy elimination methods, deleting non-duplicate 

data, in order to prevent this from happening, it is 

recommended to create duplicate media. 

Another concern is data security due to open source 

programs, adding to this the loss of the original data format, 

which in some cases poses problems of compliance with 

legal constraints. 

 Phase 2 : data organization: 

Despite the immense technological progress the world has 

experienced, companies face several challenges: 

 Privacy and Security:

Data storage is no longer the main challenge faced by 

companies following the birth of Cloud computing. The 

main threat encountered is data privacy and security; if ever 

the systems are compromised personal data can be 

disclosed. Therefore, it is of utmost importance to secure 

and protect data against threats. 

 Integrity check:

This challenge is directly linked to the use of the Cloud. 

When businesses use this option, they lose full or partial 

control of the data. In this case the data is outsourced and 

always remains at risk. Verification is of utmost importance, 

this task can be carried out by companies or by third parties. 

 Cost:

The cost of this operation is always high, whether the 

companies use disks or systems. It should also be noted that 

the transfer of data to the Cloud as well as their hosting 

remains very expensive due to the excessive volume. 

 Phase 3 data analysis: 

In order to apply this operation correctly, companies face 

certain challenges, according to Ahmed and Ji (2013), 

companies face the following challenges: Budget and 

investment costs, also the data availability. Other authors 

cite data security and confidentiality as the main challenge 

faced by companies, as well as the talent gap (even if the 

field of big data is growing; there is still a lack of experts 

who can perform these tasks quickly, efficiently and 

correctly). 

 Phase 4 data exploitation: 

Companies face several challenges when carrying out this 

step: 

 The difficulty in making decisions, since data is

collected from social media, the latter are

constantly developing. In this case the platforms

must be constantly monitored in order to have a

major margin of time to take the necessary 

measures, it is necessary to use real time big data 

analytics. 

 Overestimation of the accuracy of the analysis.

 The use of erroneous data.

IV. CONCLUSION:

The goal of this work was to introduce and study social big 

data as a separated concept in all its multidisciplinary and 

multidimensional nature, to accomplish this task we decided 

to divide our work in two chapters. In the first chapter we 

defined social big data based on an in depth literature 

search, while in the second we tried to tackle social big data 

management. 

When it comes to the first chapter, our literature overview 

showed us the existence of two different ways of treating 

and studying social big data. The first stream of thought 

tries to define the concept in its own rights, while the other 

focuses more on the analysis of social big data and the 

concepts related to it. These differences led to a lack of 

consensus and a little bit of vagueness. In order to remedy 

this problem we tried to define the concept in question based 

on the other definitions and also our own observations. 

Based on the proposed definition we outlined social big 

data’s characteristics. Finally, to close the chapter we 

proposed a brief classification of the concept. 

As for the second chapter, it was entirely devoted to social 

big data management; in this chapter we presented the 

concept of social big data chain value. This chain value 

covers both the entire data lifecycle, and also how 

companies and users can create value from the collected 

data. In general, the chain value is made up of four main 

phases each of which play a different and specific role in the 

value creation process: data preparation (discovery of data), 

data organization (discovery and preservation of data), 

analysis (creation of value), and exploitation (realization of 

value). During the same chapter we defined each phase and 

identify every challenge the users might face. It should be 

noted that these challenges vary from one organization to 

another.  

In summary with this paper we aim to draw researchers to 

this concept in the hopes of developing a better 

conceptualization and understanding of social big data as a 

concept. 
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Abstract—In this paper we deal with cancer control via a
treatment model. A set-valued control method is used, to design
the procedures leading to the formulation of model protocols, by
which cancer cells are eradicated. These protocols are provided
as selections of specific set-valued maps, depend upon the initial
stage of cancer, and divide into two inconsistent types responding
to two concerns: smoothness of treatment or minimal-dose
therapy.
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I. INTRODUCTION

Mathematical modelling of cancer, whether by ordinary
differential equations (ODEs), delay differential equations
[24], [31], partial derivatives equations (PDEs) [15], or even
stochastic differential equations [18], [19], [23], is useful not
only to gain a broad understanding of the tumor dynamics, but
also to investigate the problems associated to control cancer.

Several studies address the subject of cancer control, by
evoking different approaches, depending upon the model type.
All of them aim at seeking protocol laws to destroy cancer
cells, taking into account patient quality of life that can
be described by constraints on both healthy cells and the
administered drug doses.

For ODE models, as considered in this paper, numerous
studies use optimal control techniques, which consist of de-
signing a suitable criterion that involves minimizing cancer
cells, for examples:
• [4] controls the model in [3], in order to attain the goal

of reducing the amount of cancer cells, with acceptable
consequence on other states, by two different optimal
strategies: closed-loop SDRE (State-Dependent Ricatti
Equation), and open-loop method utilizing steepest de-
scent technique, the results of each are compared together,
to figure out which one is the better choice.

• [40] presents optimal control method results for four
different cancer models based on two sets of ODEs,
and contain either chemotherapy, immunotherapy, anti-
angiogenic therapy or combinations of these therapies,
the optimal control problems in questions are solved nu-
merically with Bock’s direct multiple shooting approach.

• [17] uses Pontryagin’s Maximum Principle to give an
optimal control of bang-bang form.

• [16] illustrates and discusses three different approach for
the control function: continuous, impulsive and hybrid.

• [29] uses for a well known model of the tumor-immune
system interaction [5], an optimization algorithm to find
optimal protocols as impulse-like drug administrations.

Much less frequently, there are studies using various differ-
ent approaches:

◦ [39] uses an asymptotic approach to give sufficient
conditions on both model and treatment parameters [5],
under which all trajectories in the positive orthant tend
to the tumor-free equilibrium point.

◦ [35] performs a quantitative analysis to discusses the
impact of delay in immunotherapy with interleukin-2, at
different antigenicity levels.

◦ [7] studies by the qualitative theory of differential equa-
tions the immunotherapeutic models of Kuznetsov and
Stepanova, in meta-models form (i.e., family of models),
and gives a general result on global eradication of cancer
under immunotherapy.

◦ [34] proposes a generalization of d’Onofrio’s background
model, where one parameter is assumed to be time
dependent, keeping all other parameters constant, and
done a qualitative-asymptotic analysis for the second-
order Taylor expansion of the model.

The approach using techniques of viability theory and set-
valued analysis has been initiated since [2], by providing
feedback protocols for immunotherapy model of [5], over a
finite horizon. This set-valued approach is performed in [1],
with respect to a wide class of ODEs. In the following, we give
a concise overview along with main facts that is noteworthy
to mention:

∗ The provided protocols aim at asymptotically eliminate
cancer cells, taking into account constraints that may
involve both injected drugs and cells in competition with
cancer cells.

∗ They are given in feedback form as selections of ade-
quately designed multifunctions, leading to two incom-
patible sets of protocol laws: one set is constituted of
continuous laws, for a smooth therapy, and another set
involves the minimal law for minimum drug doses, to
minimize their side-effects. The former laws can easily
be derived through universal formulas, while the latters
need solving a convex quadratic program. Both laws have
to be used depending on medical preferences.
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∗ Further the therapy protocol design, the approach allows
for a slight representation of cancer staging as known in
medicine, providing mathematical criteria to categorize
initial cancer stages given both their curability and the
kind of protocols that can be formulated. Thus by this
vision, a real medical strategy can be followed after
diagnosis of the disease. In the case of stage 1, the
applied medical protocols lead to decreasing cancer cells
in respect of patient quality of life. Stage 2 describes
cancers that can be amenable to stage 1 in a finite horizon,
only after what decreasing cancer cells are guaranteed.
While stage 3 characterizes cancers that are incurable,
corresponding to late-stage cancers. See technical details
in Section II.

In [6] we employ the previous set-valued method to address
two cancer therapies: namely anti-angiogenic therapy, through
its descriptive model established in [8], and chemo-immuno
therapy, as treated in [9].

Newer approaches that combine anti-angiogenic drugs with
chemotherapy, other targeted drugs, or radiation may work
better than using them alone (mono-therapy). Coupled anti-
angiogenic and chemotherapy promote a larger reduction
of the tumor than use chemotherapy alone [3]. Along the
same lines: [32] optimized and rationalized the association
between anti-angiogenic and cytotoxic drugs in the treatment,
to improve the anti-tumor efficacy, and [41] founded that
metronomic schedules are more effective in eliminating tu-
mour cells mainly due to their chemotherapeutic action on
endothelial cells and that more frequent, low drug doses
also entail outcomes in which the survival time of patient is
increased, and [42] used Hamilton-Jacobi-Isaacs (HJI) partial
differential equation, to derive a robust state feedback control
of the combined therapy of cancer using chemotherapy and
angiogenic inhibition, which guaranteed tumor contraction
maps as a function of the initial state of tumor and the
vasculature capacity. Other mixed therapies prove their capac-
ity to eliminate the entire tumor than either single modality
treatment, so it is in [11] which extracts situations where
neither chemotherapy nor immunotherapy alone are efficient to
control tumor growth. As well in [37] where such combination
treatments have been suggested as a promising alternative to
mono-therapy. In the study [36] both treatments concurrently
is favorable, due to the lower toxicity and greater immune
stability. For this combination therapy, as mentioned earlier,
we already approach it by means of chemo-immuno model
[9], so in article [6]. While [43] investigates how virotherapy
could enhance chemotherapy. A comprehensive review of
mathematical models for combination cancer therapy has been
carried out in [44]. A Multi-Objective approach identifies the
effective combination of therapeutic targets in cancer cells
[45].

For instance we choose as subject for the method by
[1], the model developed in [3], which combines between
anti-angiogenic and chemotherapy. Based on the competition
between normal cells and cancer cells as well as endothelial
cells associated to angiogenic process, which helps cancer cells

to growth. The effects of anti-angiogenic and chemotherapy
agents are obviously included in the model.

The current paper is organized as follows: Section II is an
overview of the set-valued control method developed by [1],
in Subsection III-A, a detailed description of model of [3] is
given, Subsection III-B is an application of the method to the
model, this is followed in Subsection III-C with numerical
examples and interpretations. We conclude in Section IV with
a discussions.

II. THE SET-VALUED CONTROL METHOD

This section is dedicated to summarize the general method
developed in [1], and which we are going to apply on Pinho’s
model. It deals with the specific class of ODEs

ẋ = f(x, τ) +B(x, τ)u, (1a)
τ̇ = τψ(x, τ), (1b)

conditioned initially at t = 0 by

x(0) = x0, (1c)
τ(0) = τ0. (1d)

• The state (x, τ) evolves in Rn+ × R+ :

∀t ∈ [0,∞[, (x(t), τ(t)) ∈ Rn+ × R+. (2)

This positivity condition represents the biological fea-
sibility of interactive cells densities xi, and tumor cell
burden τ . Note that (1b) involves that whenever τ0 = 0
then there are no cancer cells in the tissue for all time.
This is due to formula,

τ̄(t) = τ0e
∫ t
0
ψ(x̄(s),τ̄(s))ds, for all t ≥ 0,

for any solution (x̄, τ̄) of system (1).
• The control u = u(t) evolves in the constraints subset of

Rp, defined by

Kp = [0, umax
1 ]× · · · × [0, umax

p ], (3)

where the components ui stand for the doses of treat-
ments, that can be administered continuously by some
kind of portable pumps or straps to the patient’s blood
circulation, with the maximal tolerated doses umax

i .
• The functions f and ψ map Rn+ × R+ into Rn and R

respectively, ψ is supposed to be of class C1 on Rn+×R+,
while B(x, τ) ∈ Rn×p, and B′(x, τ) ∈ Rp×n denotes its
transpose.

We remark that the right-hand side of (1a) is linear with
respect to the control term u, while in the tumor dynamics
(1b), the tumor cell burden τ can be extracted, this structure
of the prototype (1) is well justified by a vast majority of ODE
models in the literature [10]–[14], [22], [27], [28], [30], [33],
[38], including the one of [3].

But there exists another varieties of models, like those
using a direct control on cancer cells, in [20] for example,
cancer cells can be killed by an external injection of ACI
(Adoptive Cellular Immunotherapy), depicted by the control
function ε2 = ε2(t), at a rate proportional to the product of the
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tumor cell burden, nevertheless, to approach this type of ODE
models, we can augment the general model 1 by a suitable
differential equation (for e.g., ε̇2(t) = −ε2(t) + v(t), where
v(t) is the auxiliary control).

Definition 2.1: We call a protocol any control
ū : [0,∞[→ Kp, such that system 1 has a solution
(x̄, τ̄) : [0,∞[→ Rn+ × R+, which satisfies

lim
t→∞

τ̄(t) = 0.

Definition 2.2: To each β > 0, we define the subset

Dβ = {(x, τ) ∈ Rn × R | ψ(x, τ) ≤ −β} . (4)

A solution (x̄, τ̄) of system 1 is said to be viable in the subset
Dβ on an interval [0, t̄[, if

∀t ∈ [0, t̄[, (x̄(t), τ̄(t)) ∈ Dβ .

Proposition 2.3: Whenever a control ū produces a viable
solution (x̄, τ̄) on [0,∞[ in the subset Dβ , for an appropriate
β, then it follows that ū is a protocol in the sense of Definition
2.1.

Proof 2.4: For t ≥ 0, (1b) is written

˙̄τ(t) = τ̄(t)ψ(x̄(t), τ̄(t)),

by viability of (x̄, τ̄) in Dβ we get the differential inequality

˙̄τ(t) ≤ −βτ̄(t), (5)

and by applying Gronwall’s lemma we get the exponential
estimate

0 < τ̄(t) ≤ τ0e−βt,

then
lim
t→∞

τ̄(t) = 0.

Remark 2.5: Inequality (5) implies that ˙̄τ(t) ≤ 0 for all t,
i.e., tumor cell burden τ̄ will be on the decreasing, which is
beneficial to the patient’s quality of life during the treatment.
The idea was first to give protocols to control tumor cell
burden τ to 0, but it turns out that such protocols keep τ on
decreasing sens overall [0,∞[, with the exponential estimate
τ0e−βt, where τ0 is the initial tumor cell burden and (−β) is
the decay rate.

Remark 2.6: The viability of the solution (x̄, τ̄) in the subset
Dβ , requires the initial condition ψ(x0, τ0) < 0, which is not
always satisfied, but we will deal with this necessary condition
in the next.
According to [1], such protocol may be characterized as a
selection of the set-valued map Cβ(·) defined on the subset
Dβ by

Cβ(x, τ) = {u ∈ Kp | 〈~(x, τ), u〉p ≥ `(x, τ)} , (6)

where functions ~ and ` are given by

~(x, τ) = −B′(x, τ)∇xψ(x, τ), (7a)

`(x, τ) = 〈∇xψ(x, τ), f(x, τ)〉n + τψ(x, τ)
∂ψ

∂τ
(x, τ), (7b)

with

• 〈· , ·〉i is the euclidean inner product in Ri, for i = p, n.
• ∇xψ(x, τ) is the gradient vector at point x :

∇xψ(x, τ) =

(
∂ψ

∂x1
(x, τ), · · · , ∂ψ

∂xn
(x, τ)

)′
.

To neatly give the set-valued characterization of protocol,
we consider prior the following notation and hypothesis, and
launch the ensuing theorem.

Ω− =
{

(x, τ) ∈ Rn+ × R+ | ψ(x, τ) < 0
}
. (8)

Hypothesis 2.7: The functions ~ and ` respectively given by
formulas (7a) and (7b) satisfy the statement below

∀(x, τ) ∈ Dβ ,∃u ∈ Kp : 〈~(x, τ), u〉p > `(x, τ).

Theorem 2.8: Let (x0, τ0) ∈ Ω− and β0 = −ψ(x0, τ0) > 0.
Assume that there exists β ∈]0, β0] for which Hypothesis 2.7 is
checked. The selection sβ of the set-valued map Cβ(·), having
expression

sβ(x, τ) = u ∈ Cβ(x, τ), such as ‖u‖ −→ min, (9)

provides a viable solution (x̄, τ̄) in the subset Dβ on a
maximal interval [0, tmax[.
If in addition

Hypothesis 2.9: lim sup
t→tmax

t<tmax

‖(x̄(t), τ̄(t))‖ <∞,

then tmax =∞, and sβ becomes a protocol.
Remark 2.10: The Hypothesis 2.9 will prolongs the local

viability of the solution (x̄, τ̄) over tmax, to be global on the
infinite interval [0,∞[, while Hypothesis 2.7 is introduced so
that the selection sβ will be well defined on Dβ , but it turned
out that Hypothesis 2.7 ensures in addition the continuity of
sβ on Dβ .
Now to do without the initial condition ψ(x0, τ0) < 0 of
Remark 2.6, we consider the following subset

Ω+ =
{

(x, τ) ∈ Rn+ × R+ | ψ(x, τ) ≥ 0
}
, (10)

and we associate to each κ > 0 the set-valued map Cκ(·),
having expression

Cκ(x, τ) = {u ∈ Kp | 〈~(x, τ), u〉p ≥ `(x, τ) + κ} , (11)

where the functions ~ and ` still given by formula (7a) and
(7b), then we set the ensuing theorem under the following
hypothesis

Hypothesis 2.11:

∀(x, τ) ∈ Rn+ × R+,∃u ∈ Kp : 〈~(x, τ), u〉p > `(x, τ) + κ.

Theorem 2.12: Assume that (x0, τ0) ∈ Ω+. The minimal
selection sκ of the set-valued map Cκ(·), having expression

sκ(x, τ) = u ∈ Cκ(x, τ), such as ‖u‖ −→ min, (12)

steers the system 1 from Ω+ to Ω− on the interval [0, t1],
provided that κt1 > ψ(x0, τ0). i.e., system 1 admits a solution
(x̄, τ̄) on [0, t1], such that (x̄(t1), τ̄(t1)) ∈ Ω−.
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Proof 2.13: For t ≥ 0,

d

dt
ψ(x̄(t), τ̄(t)) =

〈∇xψ(x̄(t), τ̄(t)), ˙̄x(t)〉n + ˙̄τ(t)
∂ψ

∂τ
(x̄(t), τ̄(t)),

next, we use the dynamics (1a) and (1b), and the formulas (7a)
and (7b) to write this differentiating in terms of the functions
~ and `, and the selection sκ :

d

dt
ψ(x̄(t), τ̄(t)) = `(x̄(t), τ̄(t))−

〈~(x̄(t), τ̄(t)), sκ(x̄(t), τ̄(t))〉p,

or the selection sκ is continuous (due to Hypothesis 2.11),
then by integrating from t = 0 to t1 we get

ψ(x̄(t1), τ̄(t1)) = ψ(x0, τ0)−∫ t1

0

[〈~(x̄(t), τ̄(t)), sκ(x̄(t), τ̄(t))〉p − `(x̄(t), τ̄(t))] dt,

since sκ is a selection of the map Cκ(·) then we have

ψ(x̄(t1), τ̄(t1)) ≤ ψ(x0, τ0)− κt1,

as
κt1 > ψ(x0, τ0),

it follows that
ψ(x̄(t1), τ̄(t1)) < 0.

Remark 2.14: The existence and the continuity of the
selection sκ require the Hypothesis 2.11.

Corollary 2.15: If the final state (x̄(t1), τ̄(t1)) satisfies
hypotheses of Theorem 2.8 as an initial one of system (1)
at time t0 = t1, then∣∣∣∣ sκ(x̄(t), τ̄(t)) if t ∈ [0, t1],

sβ(x̄(t), τ̄(t)) if t ∈ [t1,∞[,
(13)

is a protocol.
Remark 2.16: The protocol (13) will increase the corre-

sponding tumor cell burden τ̄ on an neighborhood of t0 = 0,
relatively to the interval [0, t1], which may be disadvantageous
to the patient’s quality of life in the beginning of treatment.
The condition κt1 > ψ(x0, τ0) can be regarded as a conflict
between the continuity of protocol (13) at (x̄(t1), τ̄(t1)), and
the minimality of period t1.
The protocol’s existence is independent of any condition
on initial state (x0, τ0), contrary to the decreasing of the
corresponding tumor cell burden τ̄ which closely depends on
sign of ψ(x0, τ0). This leads to stage the cancer as follow:
• ψ(x0, τ0) < 0: As pointed out in Remark 2.5, the

protocol (9) will decrease the cancer cells τ̄ on [0,∞[.
We then say that the cancer is non-advanced, or it is in
stage I.

• ψ(x0, τ0) ≥ 0: As Remark 2.16, the protocol (13) cannot
ensures the decreasing of cancer cells τ̄ on [0, t1]. In this
case we say that the cancer is advanced, or it is in stage
II.

The initial state (x0, τ0) is deterministic to distinguish treat-
ment strategies I and II. To cope with the advanced stage:
ψ(x0, τ0) ≥ 0, we must transfer (x0, τ0) to a state (x1, τ1) of
better stage, ie. ψ(x1, τ1) < 0 at a time t1 > 0, before joining
the interval of decreasing [t1,∞[. Ultimately, the study reveals
the key role that play the function ψ in cancer staging and
designing protocols (9) and (13).

III. APPLICATION TO THE MODEL

A. The model

The model [3] under study is a normalized system of five
ODEs, modeling continual interplay between normal cells:
NCs, endothelial cells: ECs, chemotherapy agent: CA, anti-
angiogenic agent: AA of concentration xi, respectively, for
i = 1, 2, 3, 4 (here the integer n = 4); and cancer cells: CCs
of concentration τ .

ẋ1 = f1(x, τ), (14a)
ẋ2 = f2(x, τ), (14b)
ẋ3 = δ + f3(x, τ), (14c)
ẋ4 = φ+ f4(x, τ), (14d)
τ̇ = τψ(x, τ), (14e)

initial conditions are given by

xi(t = 0) = xi0 ≥ 0, for i = 1, 2, 3, 4; (14f)
τ(t = 0) = τ0 ≥ 0. (14g)

Parameters δ = δ(t) and φ = φ(t) are the respective
instantaneous infusion doses of CA and AA. (δ, φ) is almost
continuous within numerical values of the reduced constraint
subset (here the number of therapeutic agents p = 2)

K2 =
[
0, δmax

]
×
[
0, φmax

]
, (15)

defined by

{(δ, φ) ∈ R2 | 0 ≤ δ ≤ δmax and 0 ≤ φ ≤ φmax}.

Infusion doses CA(δ) and AA(φ) are based on cyclophos-
phamide and TNP-470 respectively.

The model variables xi and τ are assumed to interact as
follows:

1) Normal cells.
a) NCs grow logistically in the absence of CCs and

AA,
b) CCs destroy NCs at a rate proportional to the

product of CCs,
c) CA kills NCs at a rate governed by Michaelis-

Menton kinetics with parameters p3 and a3.
2) Endothelial cells.

a) ECs increase logistically to normalized carrying
capacity,

b) CCs stimulate ECs to grow at a rate directly
proportional to CCs,

c) AA kills ECs at a rate again governed by
Michaelis-Menton term.
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3) Chemotherapy agent.

a) CA decays at a constant rate,
b) CA decreases due to its action on NCs and CCs at

a rates modeled by Michaelis-Menton dynamics.

4) Anti-angiogenic agent.

a) AA degrades at a constant rate,
b) AA decreases because of its action on ECs at a

rate again modeled by Michaelis-Menton factor.

5) Cancer cells.

a) CCs exhibit logistic proliferation rate with varying
carrying capacity depending on ECs: The ECs
increase the carrying capacity of the CCs,

b) NCs eliminate CCs at a rate proportional to the
product of NCs,

c) CA kills CCs at a rate in Michaelis-Menton form.

Under the above considerations, functions fi and ψ are ex-
pressed as

f1(x, τ) = α1x1(1− x1)− q1x1τ − p1(x2, x4)
x1x3

a1 + x1
,

(16a)

f2(x, τ) = βτ + α3x2(1− x2)− p3x2x4

a3 + x2
, (16b)

f3(x, τ) = −
[
ξ + d1

x1

a1 + x1
+ d2

τ

a2 + τ

]
x3, (16c)

f4(x, τ) = −
[
η + d3

x2

a3 + x2

]
x4, (16d)

ψ(x, τ) = α2

[
1− τ

1 + γx2

]
− q2x1 − p2(x2, x4)

x3

a2 + τ
,

(16e)

with

pi(x2, x4) = pi0 + pi1x2 + pi2x4, for i = 1, 2. (16f)

Table I describes the model terms, and Table II
lists the values of the positive constants parameters
αi, qi, ai, di, pij , γ, β, p3, ξ, and η (units are in days−1

except for the ai’s, and γ whose units are volume).
1 shows model interactions between the different interveners

x1, x2, τ , and with therapy agents x3, x4.

B. Explicit expressions of protocols

According to [3], for all non-negative initial state (14f) and
(14g), all solutions (x̄, τ̄) of model (14) remain in the non-
negative orthant

R5
+ = {(x1, x2, x3, x4, τ)′ ∈ R5 |
xi ≥ 0, for i = 1, 2, 3, 4; and τ ≥ 0},

so the model fulfills the positivity condition (2).
To give useful expressions of protocols (9) and (13) for the

model (14), we have to explicit functions ~ and `, given by

Entity Term Description
x1 α1x1(1 − x1) Logistic NCs growth

−q1x1τ NCs death by CCs
−p1(x2, x4)

x1x3

a1 + x1
NCs death by CA

per concentration of ECs and AA
x2 βτ CCs creation due to ECs

α3x2(1 − x2) Logistic ECs growth
−
p3x2x4

a3 + x2
ECs death by AA

x3 −ξx3 CA washout
−d1

x1x3

a1 + x1
CA combination with NCs

−d2
τx3

a2 + τ
CA combination with CCs

x4 −ηx4 AA washout
−d3

x2x4

a3 + x2
AA combination with ECs

τ α2τ

[
1 −

τ

1 + γx2

]
Logistic CCs growth

−q2x1τ CCs death by NCs
−p2(x2, x4)

τx3

a2 + τ
CCs death by CA

per concentration of ECs and AA
TABLE I

TERMS OF MODEL (14).

NCs CCs ECs

AACA

q1

q2

β

p3
p1

d1 p2
d2

α1 α2 α3

ηξ

Fig. 1. Interactions in model (14) between compartments of cells, NCs, CCs
and ECs, and compartments of agents, CA and AA.

(7a) and (7b), so we have to calculate partial derivatives of
function ψ as expressed by (16e).

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∂ψ

∂x1
(x, τ) = −q2,

∂ψ

∂x2
(x, τ) =

α2γτ

(1 + γx2)2
− p21x3

a2 + τ
,

∂ψ

∂x3
(x, τ) = −p2(x2, x4)

a2 + τ
,

∂ψ

∂x4
(x, τ) = − p22

a2 + τ
,

∂ψ

∂τ
(x, τ) =

x3p2(x2, x4)

(a2 + τ)2
− α2

1 + γx2
,
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whence

`(x, τ) = −q2f1(x, τ)

+f2(x, τ)

[
α2γτ

(1 + γx2)2
− p21x3

a2 + τ

]
−p2(x2, x4)

a2 + τ
f3(x, τ)− p22

a2 + τ
f4(x, τ)

+τψ(τ, x)

[
x3p2(x2, x4)

(a2 + τ)2
− α2

1 + γx2

]
,

the operator B(x, τ) is represented by the matrix

B =

(
0 0 1 0
0 0 0 1

)′
,

then

~(x, τ) =

(
p2(x2, x4)

a2 + τ
,
p22

a2 + τ

)′
,

and so, set-valued maps Cβ(·) and Cκ(·) given by (6) and (11)
are expressed as follows

Cβ(x, τ) =

{
u ∈ K2

∣∣ p2(x2, x4)

a2 + τ
δ +

p22

a2 + τ
φ ≥ `(x, τ)

}
,

and

Cκ(x, τ) =

{
u ∈ K2

∣∣ p2(x2, x4)

a2 + τ
δ +

p22

a2 + τ
φ ≥ `(x, τ) + κ

}
,

then, selections sβ (9) and sκ (12) are defined on R4
+ × R+

by

sβ(x, τ) = (δ, φ) ∈ Cβ(x, τ), such as δ2 + φ2 −→ min,
(17)

and

sκ(x, τ) = (δ, φ) ∈ Cκ(x, τ), such as δ2 + φ2 −→ min.
(18)

To complete our analysis we have to check the Hypothesis 2.9
of Theorem 2.8, for that we will use the following estimations
of x̄i and τ̄ , taken from the proof of [3]∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

x̄1(t) ≤ 1,

x̄3(t) ≤ δmax

ξ
,

x̄4(t) ≤ φmax

η
,

x̄2(t) ≤M,

τ̄(t) ≤ 1 + γM,

where the constant M is given by

M =
1

2

(
1 +

γβ

α3

)
+

1

2

√(
1 +

γβ

α3

)2

+
4β

α3
,

then

‖(x̄(t), τ̄(t))‖ ≤ max

(
δmax

ξ
,
φmax

η
, 1 + γM

)
,

it follows that Hypothesis 2.9 is well checked.

Remark 3.1: For τ̄ we can also use the estimation

∀t ∈ [0, tmax[, τ̄(t) ≤ τ0,

then Hypothesis 2.9 can be reduced to

lim sup
t→tmax

t<tmax

‖x̄(t)‖ <∞.

Hypotheses 2.7 and 2.11 are kept to the next section to be
checked numerically.

C. Numerical simulations

In order to illustrate analytical results of previous section,
we propose to state model (14) at stages I and II. We use
the ordinary differential equations solver ode45 of matlab to
integrate model (14), concurrently with the quadratic program-
ming solver Quadprog to return numerical approximations of
selections (17) and (18).

The parameter values in Table II are taken into account of
the simulations.

Parameter Value
α1 0.0068 day−1

α2 0.01 day−1

α3 0.002 day−1

q1 0.00702 day−1

q2 0.00072 day−1

γ 0.1615
β 0.00371 day−1

a1 1.1
a2 4.6205
a3 4.6666
d1 0.0002 day−1

d2 0.032 day−1

d3 0.032 day−1

p10 1.2 × 10−7 day−1

p20 0.20581 day−1

p3 1.7143 day−1

p11 4.2 × 10−8 day−1

p12 1.0 × 10−7 day−1

p21 0.00431 day−1

p22 19.4872 day−1

ξ 0.01813 day−1

η 0.136 day−1

TABLE II
PARAMETERS OF MODEL (14).

The used numerical values of infusion rates of parameters
δ and φ are based on their actual doses per tumor mass:
mg/(kg)(day).

Respectively, the numerical results seen in Figures 2 and 3
correspond to the following particular initial stages I and II,
which belong subsets Ω− and Ω+, defined by (8) and (10).

I :

∣∣∣∣∣∣∣
x1

0 = 0.999998, x2
0 = 0.728255,

x3
0 = 0.181034, x4

0 = 0.00171038,

τ0 = 0.6,

(19a)

and

II :

∣∣∣∣∣∣∣
x1

0 = 1, x2
0 = 1,

x3
0 = 0.001, x4

0 = 0.1,

τ0 = 1.

(19b)
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1) The numerical approach in Figure 2 illustrates the effects
of the protocol on CCs, NCs, and ECs, which:

a) Reverses the growth of CCs and make it on strict
decreasing.

b) Keeps NCs which is viewed as indicator of the
patient’s health on acceptable levels.

c) Deprives CCs of useful ECs densities.
2) As Figure 3, it confirm Remark 2.16, CCs have a slight

growth at the start of therapy, precisely on the time
interval [0, 10].
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Fig. 2. Time evolution of CCs, NCs, and ECs, in absence of therapy: (δ, φ) ≡
0 and presence of therapy: (δ, φ) ≡ sβ(x̄(t), τ̄(t)), with β = 0.00584. (β
is the parameter introduced in Definition 2.2).
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Fig. 3. Behavior of cancer cells τ , in absence of therapy: (δ, φ) ≡ 0 and
presence of therapy: (δ, φ) ≡ (13), with t1 = 30 and κ = 10−5 ≈ 0. (κ is
very small that (13) be continuous, as in Remark 2.16).

IV. CONCLUSION

The set-valued method [1], [6] is adapted to control Pinho’s
model (14). Numerical simulations in Figures 2 and 3 agreed
with the theoretical characterization of the protocols (9) and
(13). The main advantages of this method over others is that
it:

1) Does not request complicated conditions to models
subject of study, just

a) The smoothness propriety of the function ψ, that
it be of class C1 on Rn+ × R+.

b) The upper limit Hypothesis 2.9, which can be given
by using comparison method, like the standard
Kamke comparison theory used in the proof of [3].

2) Solves the setting control problem in Definition 2.1, for
any value taken by the initial state (x0, τ0) in Rn+×R+,
even the system 1 is in advanced stage I: ψ(x0, τ0) ≥ 0,
we manage to build a protocol.

3) Gives continuous protocols on state feedback, with min-
imal norms (in the frame-work of set-valued analysis),
which constitute lively advantages to the patient over the
therapy session.

4) Provides protocols by doing simple selections, contrary
to those given by the optimal control theory, which uses
the result developed by Fleming and Rishel to establish
the existence of an optimal control, and the classical
Pontryagin’s Maximum Principle to characterize optimal
control, and some propositions to prove the uniqueness
of the optimality system, in which state system is
coupled with co-state system [9], [20], [21].

5) Does not require an analysis that puts into account the
parameter values, unlike the case if we seek to stabilize
the model (14) around its equilibrium points.
In [3] for example, the equilibrium points of sub-models
(in the absence of CA or AA) and the full-model (in
the presence of both CA and AA), depend on constant
parameters of Table II, and on variable parameters δ and
φ, and these parameters also determine the nature of the
equilibria.

6) Is applicable not perforce around the equilibrium points,
but to the entire dynamics of the system (free state x).

7) Is a qualitative analysis with non-specific system param-
eters, that can vary greatly from patient to another [11],
or can depend on time during the therapy for a given
patient [23].

8) Is useful to approach another problem situations, apart
from controlling cancer, inspired by the work carried
out in [1], and [6], [25] adapts a unified set-valued
method, to approach the asymptotic null-controllability
with mixed constraints on state and control.
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Abstract— 

The objective of this paper is to highlight the methodology of 

principal component analysis. It is a branch of multivariate 

descriptive statistics that allows for the simultaneous 

processing of any number of quantitative data. Firstly, it is 

interesting to review the different methods used for the 
construction of the questionnaire and the necessary steps for 

its elaboration. Secondly, the techniques used can be 

generalised to two complementary analyses: reliability 

analysis and dimensionality analysis. Secondly, the focus will 

be on assessing the internal consistency of the scales. It is 

therefore appropriate to consider principal component 

analysis as an extremely powerful tool for synthesising the 

information contained in the various data to have a 

representation that allows easier interpretation.

Keywords— 

Factor analysis, Survey, Principal component analysis, 

Multivariate statistics 

I. INTRODUCTION

In management science, there are several methodological 

choices in applied research. Surveys are one of the most 

widely used research methods in this discipline, allowing the 

analysis of different types of variables, both qualitative and 

quantitative.  

The methodological choice based on quantitative studies 

makes it possible to obtain numerical  

relational information that serves to better understand the 
chosen theme or subject. Moreover, recent developments in 

quantitative tools make it possible to quantify qualitative 

variables, and one can, conversely, make interpretations and 

draw qualitative conclusions from quantitative data (Barbet, 

1988). 

The aim of this paper is to highlight a methodology often used 

by management science researchers whose main research 

instrument is data drawn from questionnaires. This is the 

methodology of exploratory analysis of measurement 

instruments. Exploratory factor analysis aims to explore a 

number of items in a given population. The techniques used 

can be generalised to two complementary analyses: reliability 

analysis and dimensionality analysis. For this purpose, a 
statistical analysis is used: factor analysis.  

This paper is divided into four points. The first point 
describes the steps involved in designing the questionnaire. 
The second point describes the choice of a scale to measure a 
latent variable from a set of items. The methodology for the 
evaluation of these measurement instruments is discussed 
with a numerical application. The last point is reserved for the 
methodology of the application of the principal component 
analysis method and its statistical evaluation 

II. METHODOLOGY FOR THE CONSTRUCTION OF THE 

QUESTIONNAIRE 

A. Definition and construction of the research instrument 

The questionnaire is a document on which the answers or 

reactions of one or more individuals are noted. Indeed, it is 

applied to a set (sample) that must allow statistical inferences 

to be made, in order to measure and evaluate behavioural 

phenomena in a population. Therefore, the systematic 

implementation of pre-test procedures and scientific design of 

questionnaires is essential for the quality of the data collected, 

in particular to minimise so-called measurement errors.  

The questionnaire survey is considered as a data collection 
tool to understand and explain phenomena on the one hand, 
and to study the characteristics of a population on the other. In 
addition, the questionnaire may allow us to verify, confirm or 
refute hypotheses related to a research.  
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Thus, an essential step in market research. Firstly, it 
provides the data needed to create scales for the brief as its 
structured form makes it easier to analyse the hypotheses. 
(Malhotra, 2008).  

Secondly, it is a measurement tool. Its main purpose is to 
operationalise the user's request for information in a format 
that allows statistical measurement. The concepts of 'reality' 
must be operationalised in such a way that specialists and 
users can perform the necessary analyses, which the 
questionnaire designer can implement in the questionnaire, 
and which the respondents can understand and answer 
correctly.  

However, in order for the questionnaire to fulfil its 
functions, it was necessary to have a clear and precise 
definition of the questionnaire. The first phase of the 
development of the questionnaire was a very crucial phase for 
us in order to be in line with the scientific approach. For this 
purpose, we were largely inspired by the steps proposed by 
(Churchill, 1998):  

 Defining the purpose of the research ;

 The specification of the information sought, i.e.
the objectives and hypotheses to be tested;

 The type of questionnaire and its mode of
administration ;

 The content of individual questions ;

 The form of response to each question ;

 The wording of each question ;

 The sequence of questions ;

 The physical characteristics of the questionnaire;

 Pre-testing of the questionnaire, and drafting of
the final version.

The latter plays a key role in the data collection process, 
as well as influencing the image of the statistical agency that 
uses it. It also. It has a significant influence on respondent 
behaviour, interviewer performance, collection costs and 
respondent relations, and therefore has a considerable impact 
on data quality.  

The process of designing the questionnaire consists of 
several successive steps:  

 The development of a conceptual framework,

 The writing and sequencing of questions,

 The correct use of visual design elements and the
technical implementation of electronic
questionnaires.

1
Surveys are one of the most affordable ways to collect quantitative data.  

Figure 1: Construction of a questionnaire 

Therefore, we will now deal with the essential steps related to 
the construction and implementation of the questionnaire. 

B. Forms and phases for the construction of the 
questionnaire 

The questionnaire survey is a reliable measurement 

instrument that is easy to1 administer and analyse (Malhotra, 

2008). 

Questionnaires can be administered by interviewers in person 

or by telephone, or they can be self-administered on paper or 

in another medium, such as an audio cassette or the internet. 

Respondents may be asked to report on themselves, others in 

their household or other entities, such as businesses. 

The design of the questionnaire, in accordance with the Code 

of Practice 2 . Therefore, the wording, structure and 

presentation of all questionnaires must lead to valid and 

reliable results. There are two types of questionnaires: 

 Direct-administration questionnaires: in this case,

the respondent writes his/her answers on the

questionnaire. The person conducting the survey

(the interviewer) may or may not be present; if he or

she is present, he or she may clarify the content of

an answer if the respondent so requests.

 Indirect administration questionnaires: in this
case,the interviewer records the answers provided

by the subject. The interviewer is therefore

necessarily present.

Indirect administration gives the best results, but requires 

greater resources; when the number of people to be 

interviewed is very large or the wording extremely precise, 

direct administration should be used.  

2
This is principle number 12 of the European Statistics Code of Practice, which is 

intended to ensure that statistics accurately and reliably describe reality. 
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The questionnaires can be administered in three ways: 

 By mail: questionnaires are mailed to individuals in

the selected sample.

 By interview: the questionnaire is completed during
or after a face-to-face meeting between an

interviewer and the respondent.

 By telephone: only a very short questionnaire can

be submitted.

The risk in the first method is that there may be a greater or 

lesser percentage of non-responses, which distorts the 

representativeness of the sample. In contrast to interviews, 
the composition of the sample is easier to respect in this case, 

but the possibility of refusal or absence of respondents should 

not be forgotten.  

When developing a questionnaire, the whole cycle of 

questionnaire design and testing should be covered. Five 

main steps should be distinguished (see Figure 2).  

Figure 2: The five stages to be covered by a questionnaire 

a. Conceptualisation phase:

This is the most important phase that comes before we even 

start thinking about the formulation of the questions, the 
conceptual basis of the questionnaire must be operationalised 

from the literature review.  

   The complexity of theoretical concepts entirely requires a 
strict selection of empirical features (indicators) that can be 

observed in a survey. These indicators are considered an 

appropriate representation of the concept. On the other hand, 

the development of the conceptual framework is obviously 

more important for completely new surveys, whereas in 

existing surveys the concepts are well established. In this 

case, less attention is required at this level. 

   The main output of this step is the list of target variables (in 

addition to basic decisions on the target population, data 

collection mode, etc.). 

b. Questionnaire design phase

The questionnaire design phase starts after the specification 

of the conceptual basis and the determination of the data 

collection method. Based on the content of the questionnaire 

3 The set of people to be interviewed, the 'sample', is drawn from a 

larger population, the 'parent population' (also called the 'reference 
population' or 'parent population').   
4  The information to be collected must be requested (via the 
questionnaire) in an objective manner. This means ensuring the 

and the requirements of the data collection method, the 

sequence of the thematic sections of the questionnaire is 

decided.

The form and choice of answers proposed will be specified 

according to three criteria:  
 Clarity3 (understanding);

 Neutrality4 (authenticity of answers)

 Adequac 5  which refers to the ability of the

interviewees to answer the questionnaire. Three

elements are important at this level: the length of the

questionnaire, the order and the orientation of the

questions.

Furthermore, the strategy for designing a questionnaire is 

relatively simple. It involves ensuring four important things:  

 That respondents understand the questions.
 That they are able to respond.

 Let them agree to respond.

 That the answer is formulated authentically and not

influenced

   c.Questionnaire testing phase 

The third phase consists of testing the questionnaire on a 

representative sample of the panel in order to check the order 

of the questions and their comprehension, and then to correct 

the questionnaire if necessary in the light of any problems 

encountered. The objective of this test is to evaluate the ease 

of understanding, the degree of acceptance and the ease of 

interpretation. The test is therefore an absolutely necessary 
step that must be carried out with rigour.  

In this phase two things need to be checked:  

 That the answers to each question are consistent

with the expected outcome;

 This can be done by analysing the testers' answers,

or by discussing them better once they have

answered.

As making a good questionnaire is much more difficult than 
you might think, this step is essential, even for the most 

experienced, to ensure that there are no ambiguities that you 

might have missed. 

d. Review phase

Generally, two or more rounds of questionnaire testing are 

recommended. If a questionnaire has been modified as a 

result of the test results, a new round of testing is normally 

required. This involves testing the questionnaire at an early 

stage of its development, revising the questionnaire 

according to the test results, and then testing the revised 

questionnaire. This process may be repeated for two, three or 

even more test phases.  

authenticity of the answers. A questionnaire is considered neutral 
when it prejudges the possible answers as little as possible.   
5 This criterion therefore refers to the fit of the questions to the 

characteristics of the questions to the characteristics of the 
respondents. 
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on 

Questionnaire 
design

Test of the 
Questionnaire

Review 

Data collection 

International Journal on Optimization and Applications 
IJOA. Vol. 2, Issue No. 2, Year 2022, www.usms.ac.ma/ijoa

Copyright © 2022 by International Journal on Optimization an d  Applications

IJOA ©2022 21



Different methods of testing the questionnaire can be used 

during each phase of the test. In ongoing surveys, the 

evaluation of previous waves of the survey can make an 

important contribution to the revision of the questionnaire.

C. Choice of Measurement Scale

The method most adapted by researchers in management 

science is the scale of measurement which consists of 

expressing the intensity of its approval and adheres directly 

to the respondents, proposals to be judged according to a 

predetermined scale, it includes a statement expressing the 

state favorable or unfavorable to the object of interest. Each 

answer reflects, therefore, a degree of satisfaction with the 

existence of the elements of the theoretical model. A 

component of the scale is called a modality. The number of 
modalities can naturally vary, but generally there are 5 or 

more.  

The score for each type of response is calculated by adding 

up the propositions that are favourable to the dimension being 

measured. However, this method implies assuming that each 

item has a weight similar to the average weight.  

A pre-test generally ensures that the items are consistent with 

the variable to be measured. However, it is necessary to 

supplement this reflection with statistical (factorial) analyses 

in order to verify the dimensionality of the measurement scale 

(coherence) and to remove items relating to outliers.  

Therefore, we adopted the five-point scales (ranging from 1 
to 5 according to the following table), to be used in 

quantitative studies to achieve consistent measures and to 

seek a fit between the abstract ideas used to understand the 

social world, and what happens in the real (empirical) world 

(W. L. Neuman & Kreuger, 2003). The advantage of such a 

design lies in its ability to make a mental map of the 

respondent's evaluation obvious to the researcher (Schindler 

& Cooper, 2001). 

Table 1: Five-point Likert Scale 

Likert scale Scale coding 
Not at all in agreement 1 

No agreement 2 

Neither agree nor disagree 3 

I agree. 4 

Totally agree 5 

D. Other forms of items 

Generally, a question can be defined as an interrogative 

sentence that seeks an answer to assist in information 

gathering, testing and research. Good questions produce 

accurate answers and help to collect usable quantitative and 

qualitative data. 

Historically, questions have evolved well into other types of 
questions for gathering information. Although the types of 

questions used in the design of a research study, these are 

determined by the information required, the nature of the 

study, the time needed to answer them and the budgetary 

constraints of a study. Thus the quality of the questions, i.e. 

the art of asking the questions, allows for in-depth knowledge 

to be gained, informed decisions to be made and effective 

solutions to be developed.  

There are several types of questions. The most frequently 

answered are the dichotomous questions. The latter is usually 

a closed "Yes/No" question and is used for basic validation. 
In the context of this thesis work, it was essential to focus on 

these types of questions, for example this question is used to 

find out the gender of the respondent, this can allow us to 

group the data into two groups in order to test moderation for 

example.  

Another type of question is proposed. This type refers to 

multiple-choice questions. These questions are a type of 

question in which respondents are asked to select one (single 

selection multiple-choice question) or more answers 

(multiple selection multiple-choice question) from a given 

list of options. The multiple-choice question consists of either 

a single correct answer, one or more correct answers, 
incorrect answers, etc. For example, the questionnaire has 

several single-selection multiple-choice questions such as 

"What is your highest degree? Here the respondent is asked 

to provide only one answer from a list of six proposals. 

III .METHODOLOGY FOR THE EXPLORATORY EVALUATION

OF MEASUREMENT INSTRUMENTS

Based on the methodology presented by the Churchill 

paradigm, the construction of multi-scale questionnaire-type 

measurement instruments is based on two distinct but 

complementary phases:  

 An exploratory analysis to explore the measurement

instruments (this is what we will see in this work).

 A confirmatory analysis to confirm or refute the

research hypotheses.

Figure 2 :  Churchill paradigm 

The idea is to first test the questionnaire with a small starting 

sample. The test consists of purifying the measurement 

instruments by eliminating items that do not contribute 

Specify the domain of the 

construct 
Establish the different 

dimensions of concepts
   Through the literature review 

Generate a sample of items 
Generate statements to construct the 

questionnaire: 

• Existing measure

• Quality study 

Steps: 
  Journal of literature 

   Interview survey  

Data collection
   Testing the questionnaire with a small 

sample of the study population 

Te
st

in
g 

re
lia

bi
lit

y 

Purify the measuring instrument 
 Factor analysis (to remove as much information as possible about the

observable variables and to reduce the number of factors, calculation of 

Cronbach’s alpha to measure the unidimensionality of each concept. 

 Ensure that the data is metric and   therefore correlated (Kaiser, KMO,

Bartlett), 

 Check the dimensionality of the scale (scale relevant to the desired 

information),

Data collection 
 Final dataon wich the validity of the

questionnaire will be judged.  

Estimating 
reliability 

Estimating validity
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significantly to the measurement of indicators measuring the 

concepts.  

The exploration therefore consists of :  

 Focus on the literature review to identify and specify

the domain of the construct.
 The interviews and practical examples enable the

researcher to generate indicators for measuring the

concept.

 The collection of the first data is used to purify the

measurement instrument in order to develop a

second version of the questionnaire.

Figure 1: Protocol for the exploratory examination of 

instruments 

In the following paragraphs, it will be interesting to examine 

the dimensionality and factoring of the measurement scales 

by applying the principal components method without and 

with rotation. The objective of this step in the analysis is to 

further refine the measurement instruments and to reconstruct 

the variables in such a way that orthogonal relationships 

between the factors selected for the four variables of this 

dimension are known. The tests are performed with the Stata 

software package. 

A. Reliability analysis 

Reliability analysis is used to characterise measurement 

scales made up of various items - in the case of a 

questionnaire, questions. The procedure used calculates 

several measures that allow the reliability of the scale to be 

assessed and also provides information on the relationships 

between the different items. In our research, we often speak 
of internal reliability for measures with several items.  

The reliability of a measuring instrument depends on the 

randomness of the measurement error (Evrard et al., 2003). 

The lower the randomness, the more reliable the instrument 

is. To assess the reliability of the measurement scales we have 

mobilised in this doctoral research, we will use the most 

widespread indicator in management science research.  

Cronbach's alpha coefficient (1951), known as the internal 

consistency coefficient (measures the correlation between the 

scale and its various items). It is calculated on the basis of the 

average variances and covariances of the items, according to 
the following formula 

𝜌2(𝑦, 𝑡) =
𝑘

𝑘 − 1
[1 −

∑ 𝜎2𝑦𝑖
𝑘
𝑖=1

𝜎2𝑦
] (Eq.1) 

6 This coefficient can be interpreted as an estimate of the reliability 

coefficient of the questionnaire. 
7 In practice, the closer Cronbach's alpha is to 1, the more correlated 

the items are with each other and the more internally consistent the 
scale is. In this case, the items can be added together to form an

With : 𝒚𝒊 For each 𝑖 represent the scores of 𝒌 : Items of the 

questionnaire. 𝝈𝟐 : is the variance of the sum of the items 

equal to the sum of the elements of the variance covariance 

matrix.  
The Cronbach's alpha coefficient6 can take on several values, 

from 0 to 17. This index reflects a degree of homogeneity that 

is all the higher the closer the value is to one. Conversely, a 

Cronbach's close to 0 indicates that the measurement scale is 

unreliable. Al though there is no consensus in the literature 

on research methodology, many authors consider that a 

Cronbach's value of 0.6 8
 is acceptable for exploratory 

research (Malhotra, 2004; Mak, 1989; Evrard et al., 1993; 

Usunier et al., 1993, Peterson, 1995). Evrard et al (2003) 

consider that an alpha value between 0.6 and 0.8 is acceptable 

in an exploratory study. On the other hand, Nunnally (1967) 
and Peter (1979), reach more or less the same conclusion by 

setting the acceptance interval between 0.50 and 0.60. 

However, it is a measure of the internal consistency of the 

questionnaire. In the first place, a high coefficient can then be 

interpreted as a good overall consistency of the items within 

the questionnaire. But a good general coherence does not 

mean that all the items, taken individually, are coherent with 

the others. It will be interesting to know the individual 

consequence of each item, in practice this step is primordial 

since it is important to know the effect of each item in the 

group of items constituting the construct or the dimension 
measured. 

Table 3: Decision rule for the reliability of a measurement 

scale 

Value of 

𝜶
𝜶 > 𝟎, 𝟖 0.6<𝜶

<0,8 
𝟎, 𝟓
< 𝜶  < 
𝟎, 𝟔

𝜶 < 𝟎, 𝟓 

Internal 

consi

stenc

e 

High Average Low Very low  

Decision Acceptable 

acceptable in 

the case of an 

exploratory 

study 

Unaccepta

ble

Various software and packages facilitate the calculations. In 

particular, STATA, SPSS, R, etc. offer a fairly simple 

handling of the estimation of Cronbach's alpha, and an easy 

examination of inter-item correlations and covariances.

B. Analysis of factoring and dimensionality 

overall score for this scale, as they are supposed to measure the same 
phenomenon.   
8 Cronbach's Alpha up to levels of 0.7 - 0.8 indicating good internal 

consistency of the scale and the range 0.8 - 0.9 reflecting excellent 
consistency between items.   

 Reliability of the measuring instrument 

 Evaluation of the measuring instrument 

  Factor structuring and scale cleaning 
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There are many types of factor analysis, but principal 

component analysis9 is perhaps the simplest and most widely 

used. Principal components are synonymous with factors, and 

generally the components in principal component analysis are 

often components are often referred to as factors. We will use 
the two terms interchangeably here. interchangeably here.  

Principal component analysis (PCA) is therefore a 

multivariate technique known as interdependence analysis, 

which consists of rotating the axes of the factors around the 

point of origin in order to redistribute the variance to be 

explained more equitably. This is one of the most commonly 

used factorial methods. It is particularly suitable for 

quantitative, continuous variables that are a priori correlated 

with each other. Once the data are projected into different 

planes, the proximities between variables are interpreted in 

terms of correlations, while the proximities between 

individuals are interpreted in terms of the overall similarity 
of the observed values. 

a. Scaling: PCA factoring without rotation

smaller factors we should ignore, as they explain the least 

amount of total variance. One of the main criteria used is the 

Kaiser or Kaiser Guttman criterion, which consists of 

ignoring factors whose eigenvalues are equal to or less than 

one. Since the maximum amount of variance that can be 

explained by a variable is one, these factors are really only

equivalent to the variance of a variable.  
The first factor will always explain the largest proportion of 

the overall variance, the second second factor will explain the 
second largest proportion of variance not explained by the 

first factor, and so on. factor, etc., with the last factor 

explaining the smallest proportion of the overall variance. 

variance. Each variable is correlated with each factor. As the 

first factor explains the largest proportion of the overall 

variance, the correlations or loadings of the variables will, on 

average, be the highest. will, on average, be highest for the 

first factor, lowest for the second factor, and so on. 

In practice, the following steps should be followed: 

 PCA without rotation is applied to all the items

forming the variable under study.

 We detect the values of "Eigen value" which are
higher than 110 . And make sure by a simulation that

its values have not been modified. To decide on the

number of principal components with 𝑝 components

or 𝑝−1 principal components so that the unexplained

variability does not increase.

 Retain the principal components for the latent

variable.

b. Dimensionality of measurement scales: PCA with

rotation

The initial (retained) principal components that explain most 

of the variance in the measurement variables are of the 

9 PCA for principal component analysis 
10 According to the Kaiser rule, only factors with an eigenvalue 

greater than 1 are retained.   

measurement variables are rotated to clarify their 

significance. The rotation of factors can be done in different 

ways. We will discuss two of these approaches. of them. The 

most common form of rotation is called VARIMAX, in which 

the factors are not related or orthogonal to each other, i.e. the 
factors are are not related or orthogonal to each other, i.e. the 

scores of one factor are not correlated with the scores of the 

other factors. Are not correlated with the scores of the other 

factors. The VARIMAX rotation attempts to maximise the 

variance explained by the factors by increasing the 

correlation of variables that are highly correlated with them 

and decreasing the correlation of variables that are not. 

correlated with them and decreasing the correlation of 

variables that are weakly correlated with them.

The main objective of this method is to obtain a clear 

structure of factor weights, i.e. factors that are clearly marked 

by strong correlations with some variables and weak 

correlations with other variables. In an analysis with many 

variables, it is necessary to rank the items in terms of 

decreasing size for each factor in order to see more clearly 
which variables contribute most strongly to each factor.  

In addition, the value of the variance explained by the two 

rotated VARIMAX factors is the sum or eigenvalue of the 

squared loadings for each factor, divided by the number of 

variables. These proportions are naturally different from 

those of the original principal components without rotation 

because of the change in the weights of the variables in 

relation to these factors. 

In addition, the value of the variance explained by the two 

rotated VARIMAX factors is the sum or eigenvalue of the 

squared loadings for each factor, divided by the number of 

variables. These proportions are naturally different from 

those of the original principal components without rotation 
because of the change in the weights of the variables in 

relation to these factors.

Ultimately, the following steps should be followed: 

 Perform a Principal Component Analysis with

rotation: VARIMAX with Kaiser normalisation.

(Orthogonal rotation).

 Deduce the factor structure of the latent variable

according to the selected components.

C. Structural evaluations of measurement scales 

Structural evaluation of measurement scales where the 

KMO11 (Kaiser-Meyer-Olkin) test is used. This is a factorial 

solution adequacy index that measures the inter-correlation 

of items. The closer the value is to 1, the more factorizable 

the items are, and PCA (Principal Component Analysis) can 
therefore be applied.  

This measure gives an overall picture of the quality of inter-

item correlations. The KMO index11 varies between 0 and 1 

11 The KMO index is sometimes referred to as the MSA "Measure 

of Sampling Adequacy" in Anglo-Saxon software. But the French 
translation "mesure d'adéquation de l'échantillon" 
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and gives additional information to the examination of the 

correlation matrix. Its interpretation is as follows: 

Table 3: Interpretation rule for the KMO test 

Valeur du 

test 

KMO 

< 𝟎, 𝟓 [𝟎, 𝟓 ;  𝟎, 𝟔] [𝟎, 𝟔 ;  𝟎, 𝟕] [𝟎, 𝟕 ;  𝟎, 𝟖] [𝟎, 𝟖 ; 𝟎, 𝟗] > 𝟎, 𝟗

Interprétati

on 

Inaccepta

ble 

Insufficie

nt 
Médiocre Excellent 

Méritoir
e 

Excelle
nt 

Next, the relationships between the original variables and the 

components are examined. The stronger this relationship, the 

more the variable is "explained" by the factor. This 

relationship, which is expressed by a number between -1 and 

+1, is called the factor loading of the variable on the factor. 

A variable is only considered to be associated with a factor if 
its factor loading exceeds 0.3 in absolute value.

In order to improve the structuring of the factors of each of 

the measurement instruments used, we will carry out a PCA 

with orthogonal rotation of the VARIMAX type with Kaiser 

normalisation, generally used when it comes to measurement 

scales for which independent components are expected 

(Evrard et al., 2003). 

This method makes it possible to obtain a clear factorial 
structuring by determining for each factor its weight on the 

different factors (axes). The items are then assigned to the 

different factors according to their weight. For each factor, 

only the items with a strong contribution are retained, while 

ensuring the significance of the percentage of variance 

explained and Cronbach's alpha coefficient. 

IV.APPLICATION

We consider a questionnaire with several questions (items) 

grouped into theoretical variables. Our application concerns 
a latent variable named "Decision evaluations of the line 

manager". And it is measured by six separate questions and 

structured according to a five-point Likert scheme as shown 

in the following table. 

Table 2: Measurement scale for the latent variable "Decision 

evaluations". 
Question/ 

Secondary issues 

Scale of measurement

Your decisions ... 
Not at all 

in 

agreement 

No 

agreement 

Neither 

disagree 

nor agree 

I agree
Totally 

agree 

Are taken routinely 

(Q70) 
☐ ☐ ☐ ☐ ☐ 

Are taken 

repeatedly (Q71) 
☐ ☐ ☐ ☐ ☐ 

Are taken without 

involving my 

colleagues or 

superiors (Q72) 

☐ ☐ ☐ ☐ ☐ 

Could be automated 

(Q73) 
☐ ☐ ☐ ☐ ☐ 

Need experience 

and hindsight (Q74) ☐ ☐ ☐ ☐ ☐ 

Are so complex that 

they require 

computer use (Q75) 
☐ ☐ ☐ ☐ ☐ 

12 The most frequently used method of reliability estimation 

in psychometrics is the internal consistency method, also 

As a reminder, the approach used for cleaning is the 

reduction of the random error of the measurement of the 

concepts studied (Examination of the internal consistency of 

the items). It is achieved by applying the following two steps: 

The first step is therefore to :  

 Calculate the Cronbach's alpha coefficient. It is the

usual measure of the internal consistency of a set of
measurement indicators. It allows to estimate the

extent to which an item can weaken the internal

consistency12 of a multiple scale.

 Remove items that weaken the Cronbach's alpha

value below 0.60.

A. Analysis of internal reliability for the variable 
"Evaluation of decisions". 

The objective of this application is to determine the reliability 

of the measurement instrument we have used to conduct this 

research. In our case, we use so-called Likert measurement 

scales. 

The aim of this test is to improve its overall quality in order 

to be able to select the "best" items that reflect the constructs 

under study.

The reliability analysis applied to the items of this variable 
shows that five items are retained instead of six. The value of 

Cronbach's alpha in this case indicates a value that is close to 

0.632 after eliminating item number 74 (Q74), which affirms 

that the scale presents a satisfactory internal consistency for 

the constructs. 

known as homogeneity, unidimensionality and internal 

consistency.   
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B. Application of the CPA 

The evaluation of decisions is a variable defined from two 

items following the reliability analysis. First, it is interesting 

to apply a principal component analysis without rotation to 

the variable "Decision evaluation". This analysis will allow 

us to identify a clear factor structure with reliable internal 

consistency. 

Indeed, principal component analysis without rotation 

allowed us to retain two main factors (Engen-value 

values greater than one). The two principal 

components capture about 68.67% of the overall 

variability.  
The first factor alone captures 36.70% and has a trace 

value of 1.83. The second factor absorbs 31.97% of the 

observed variance with a trace value of around 1.59.  

The structure retained for the "decision evaluation" 

variable is a two-dimensional structure. Indeed, principal 

component analysis without rotation allowed us to retain 

two main factors (Engen-value values greater than one). The 
two principal components capture approximately 68.67% of 

the overall variability.  

The principal component is exploratory factor analysis is to 

arrive at a parsimonious conceptualisation of latent traits, by 

determining the number and nature of a small set of factors 

explaining the correlation networks among a set of variables 

(Fabrigar et al, 1999). This is based on what Pohlmann (2004) 

considers to be the fundamental theorem of factor analysis 

that the correlation between two variables depends on the 

similarity of their relationship with the latent factors. 

This technique, which aims to synthesise the information, 

consists firstly of verifying that the dimensions of the 

construct are clearly identified by common factors that are 

well distinguished and meet the criteria of convergent and 

discriminant validity (explaining the variability of the latent 

variable). And secondly to carry out a principal component 

analysis without rotation in order to determine the number 

of factors of the construct. The number of components is 

equal to the number of items.  

After factoring, the results show that this factor is 

composed of all the items retained from the previous 

analysis (reliability of the measurement scales). Indeed, after 
rotation, items Q70, Q71, Q72, Q73 and Q75 are retained for 

better decision making. In addition, this analysis allowed us 

to retain a dimensional distribution of these items according 

to the estimated factors. In particular, items Q70, Q71, Q75 

for the first factor and Q72, Q73 for the second factor.

C. Overall assessment: KMO test 

The output above shows that the goodness-of-fit index for 

this factorial solution is 0.59. This value seems poor when 

referring to the acceptance thresholds of the KMO test. This 

value seems poor when referring to the acceptance thresholds 

of the KMO test. However, it seems that the set of items 

selected can constitute a coherent double structure allowing 

to approach the variable "Evaluation of decisions". 
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V. Conclusion 

This methodological work par excellence outlines the 

different stages required to carry out an exploratory factor 

analysis, the importance of which lies in the choice of 
techniques and methodology to be adapted. Indeed, it is 

important to present the research tool that is based on a 

questionnaire survey. In developing the questionnaire, the 

whole cycle of designing and testing the questionnaire (pre-

test) was covered. The questionnaire went through several 

stages including the questionnaire design phase which started 

after the specification of the conceptual basis and the 

determination of the data collection mode. Thus, the factor 

analysis approach allows the identification of latent factors 

from directly measured variables. That is, it defines each 

latent variable (construct) by associating a number of 

measured variables (item) with it. 

The exploratory study involved another analysis that falls 

within the framework of factorial component analysis, which 

aims to find the factors that summarise the data or their 

characteristics. The approach consists of conducting the three 

main validity stages most commonly used: PCA without 

rotation, PCA with varimax rotation and the KMO test. At 

this level, the questionnaire is considered purified and valid 

for a second administration on a larger sample. 
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Abstract—  In an economic context characterized by rapid

change and the appearance of new production models based 

on knowledge and knowledge, the links between the 

university and the regions must be strengthened. The modern 

economy based on knowledge mobilizes various knowledge 

developed by fundamental research. Since their foundation, 

Universities have been responsible for the creation and 

transmission of knowledge. It is therefore the university 

laboratories that prepare the competitiveness of tomorrow. 

Keywords: Globalization, university research technology 

transfer 

INTRODUCTION 

Globalization has brought about a profound change in 

economic development throughout the world, which is 

leading organizations responsible for promoting 

development to adopt a regional approach based on the 

sharing of knowledge and know-how. Globalization is also 

increasing the focus on innovation, which is now the main 

driver of economic growth – both for companies and for 

regions and countries. However, universities are located at 

the intersection of these two deep trends: anchored at the 

regional level, they are undoubtedly also the main driver of 

innovation. 

This article analyzes the relationship between the 

university and its regional environment by trying to answer 

the following question: How to link the innovation efforts 

carried out in the university to regional development? 

IDENTIFYING COMPETITIVE ADVANTAGE 

The identification of innovations essential to the 

economic prosperity of regions is based on the idea that 

regions can only develop by first identifying their own 

competitive advantage. And to do this, regions must develop 

a regional strategy that is the cornerstone of viable public 

policy and effective local action. To define this strategy, the 

regions face several obstacles. The first is the lack of skills 

and tools to identify own competitive advantage. To achieve 

this, regional leaders must first be provided with the 

capacities and skills required for this purpose. But the phase 

of identifying competitive advantage does not end once 

regional leaders have developed a regional strategy. The 

development of a regional strategy presupposes the existence 

of one of the "regional governance" stakeholders, capable of 

ensuring the supervision and management of this strategy. 

regional governance makes it possible to channel the 

initiatives carried out in these different sectors. The 

development and implementation of a regional strategy 

comes with many challenges for regions, which must not 

only identify the specific assets they have and study the 

markets they can exploit, but also ensure the convergence of 

investments. public and those from the private sector. The 

experience acquired in this area nevertheless suggests that 

regional governance is based on the appointment of a 

catalytic and unifying body capable of organizing a round 

table between the various regional actors, and on the broader 

commitment of the leaders of the public and to define so 

precisely the innovations that regions need to fully achieve 

economic prosperity. Universities can play this role by 

contributing to this process: indeed, they often have regional 

IJOA ©2022 28



International Journal on Optimization and Applications 
IJOA. Vol. 2, Issue No. 2, Year 2022, www.usms.ac.ma/ijoa

Copyright © 2022 by International Journal on Optimization an d Applications

economic expertise that can facilitate the identification of the 

competitive advantage of their region. 

INNOVATIONS MADE BY THE UNIVERSITY 

The importance of innovation as a driver of economic 

growth and wealth creation is widely recognized. As a result, 

governments' understanding of the role of universities has 

evolved. They now expect universities to make a major 

contribution to advancing innovation and economic 

development. 

Currently, universities archive the results of their research 

activities for funding purposes. However, these research 

results are not always adapted to regional development 

strategies, nor easily accessible to people who do not belong 

to the research community. It would therefore be necessary 

to begin by reforming these catalogs, taking into account the 

needs of other players in the regional innovation market. 

There is therefore a gap to be bridged between 

universities, able to provide innovation thanks to the results 

of research carried out, and the regions which need the 

innovations. Universities are often uninformed of regional 

development needs or competitive advantages. Universities 

build bridges to the regions. In most cases, these gateways do 

not adequately meet development needs. As we pointed out 

in the previous section, universities must first contribute to 

the development of the regional strategy. It is therefore 

necessary to set up a mechanism for the “centralization” of 

information. A market works because it offers buyers and 

sellers a neutral meeting place. The primary need is to enable 

universities and regions to exchange information. It can 

simply be a matter of creating a virtual meeting place, 

allowing universities to put their “catalogue” of innovations 

online, and regions to share their “innovation needs”. Such 

an initiative would certainly contribute to regional 

development. 

ACADEMIC RESEARCH AND KNOWLEDGE 
TRANSFER 

Since the early 1980s, public authorities and universities 

have multiplied initiatives to strengthen their knowledge 

transfer capacity, in particular the transfer of inventions and 

discoveries from the academic world to industry. “Research 

commercialization” refers to the process of transforming 

scientific discoveries and inventions into marketable 

products and services. Generally, the results of university 

research are commercialized by licensing patents to 

companies. The term "technology transfer" has a number of 

specialized meanings, but basically it refers to "the 

movement of know-how, technical knowledge or technology 

from one organization to another" (Bozeman, 2000, p. .629). 

This term is most commonly used in the context of the 

transfer of inventions and related know-how from research 

organizations (especially universities and public research 

institutions) to users. “Knowledge transfer” is a more recent 

term used mainly in Europe to refer to the transfer of 

knowledge and academic expertise to research users. 

Although the results of research are of crucial importance, 

the term "knowledge transfer" is often used in a broader 

sense, encompassing academic knowledge of all kinds, 

whether or not it has commercial value, and the transfer to 

larger user groups than just companies. 

The commercialization of research is based on 

intellectual property rights (IPRs). IPRs reward investment in 

R&D by granting ownership to inventors, their employers, 

those who have funded the research, or a combination of 

these actors. 

Invention licensing and business creation are not the only 

mechanisms for commercializing university research as both 

graduate students and teachers bring knowledge from 

universities to companies while the latter access developed 

knowledge by universities through sponsored research, 

conferences and academic journals (Sizer, 2002). But 

increasingly, licensing and company creation are seen as the 

two key mechanisms for commercializing academic 

research. 

CONCLUSION 

We have emphasized in this article the interaction 

between the university and the region as well as industry and 

on the regional role assigned to universities which has 

enabled them to forge stronger links with regional bodies and 

encouraged them to develop services that meet the region's 

needs in terms of innovation. It should be noted that those 

responsible for developing the regional strategy must create 

conditions that allow both universities and individuals to 

enjoy a great deal of autonomy, because they will thus be 

able to exercise their entrepreneurial spirit more easily. It is 

essential that officials, in addition to supporting access to 

information, support the strengthening of policies and 

initiatives in this area, the development of best practices and 

the creation and creation of an environment conducive to 

collaboration between the university and other regional 

players. 
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Abstract— This paper analyzes the impact of COVID-19 on the 

financial reporting quality of Moroccan companies and whether 

decision-making technologies have a mitigating effect. The 

pandemic has caused a distress around the world, with profound 

economic and social risks. Especially, Moroccan firms have been 

negatively impacted, the first and most obvious impact from the 

crisis was their stability and their financial reporting quality which 

has been lower during the pandemic. Our paper aims to observe the 

important role of the financial reporting quality which facilitates the 

efforts made by corporate governance in order to support Moroccan 

firms in this COVID-19 crisis. Also, we report that financial stability 

and Moroccan firm’s performance are negatively affected by daily 

new confirmed COVID-19 cases. The paper documents evidence to 

support the role of financial communication reporting in order to 

help economic stakeholders and corporate governance to make 

strategic decision during the pandemic. To that end, this study 

investigates the time series and examines the role of financial 

communication reporting during the COVID-19 pandemic and to 

check whether there are changes in Moroccan firm’s efficiency. The 

results of this study provide useful suggestions to the practice. 

Keywords— Financial reporting quality, COVID-19, time 

series Analysis, Financial Stability, Morocco. 

I. INTRODUCTION 

The impact of coronavirus (COVID-19) pandemic is the 

reason why this period will not leave our memories for 

decades. The COVID-19 pandemic has caused a distress 

around the world, with profound economic and social risks 

(Khan, 2022)(Didier et al., 2021a). Economists have drawn 

attention to financial stability and firm’s performance as an 

important factor in every economic development assessment. 

Companies are facing great difficulties in dealing with the 

impact of the pandemic and its effects have varied among 

many economic sectors (Didier et al., 2021b). More 

specifically, companies of varying sizes that are the mainstay 

of any economy, were the most affected, given their relatively 

weak position in times of health crises that turned into an 

economic crisis, especially their resort to bank financing or 

commercial loans (Hasanov et al., 2022). 

Furthermore, the COVID-19 economic crisis has 

significantly presented new challenges for companies 

requiring them to adopt new strategic approaches and choices 

in the light of financial communication reporting. Thus, 

understanding the company policies and make informed 

strategic decisions for economic stakeholders(Gerth et al., 

2021). Moroccan SMBs (Small and Medium-Sized 

Businesses) and SMEs (Small and Medium Enterprises), like 

the rest of the world, need to revise their existing financial 

reporting quality to take advantage of the power of decision- 

making technologies, to better connect with the various 

economic sectors' stakeholders. A great number of Moroccan 

firms have been negatively impacted, the first and most 

obvious impact from the crisis was their stability and their 

financial reporting quality which has been lower during the 

pandemic (bkam, n.d.). Since good financial reporting quality 

helps financial economic sectors' stakeholders to make proper 
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decisions and helps to improve the efficiency of financial 

markets. Also, it provides useful insight for policymakers and 

investors. 

The financial communication quality is important to keep 

the efficiency and stability of Moroccan SMBs and SMEs, 

because of the national economy actors, such as investors, 

lenders and regulators who directly rely on financial 

information from financial reporting to take strategic 

decisions (Bajkó et al., 2022; Pu et al., 2021). Also, it should 

be reviewed on a daily, weekly, monthly, quarterly, half- 

yearly and yearly basis, with the most performance decision- 

making technologies, as it gives the ability to plan and make 

it possible for intervening in a timely manner and in the event 

of any crisis. A series of studies examined the impact of the 

2008 financial crisis on the quality of financial information 

(Cimini, 2015; Eng et al., 2019). Like the 2008 financial crisis, 

COVID-19 has caused significant disruption to financial 

information and the global economy. 

However, it is still unknown whether the financial 

reporting quality moderates the impact of COVID-19, which 

can identify the strengths and weaknesses of the Moroccan 

company through financial communication indicators. 

Moreover, it can actively participate in the efforts made by 

corporate governance in order to support Moroccan SMBs and 

SMEs. This study addresses the effect of the COVID-19 

pandemic on financial reporting quality, it aims to contribute 

to the ongoing discussion of the pandemic and to discuss the 

role of corporate governance in the COVID-19 crisis. 

In this context, the present study contributes to the growth 

literature on the economic effects of COVID-19 in general, 

and the Moroccan SMBs and SMEs-level consequences of the 

pandemic in particular. We analyze the impact of COVID-19 

on financial stability and firms' performance of Moroccan 

SMBs and SMEs by drawing on data from the World Bank 

Enterprise Analysis conducted in many countries prior to the 

COVID-19 outbreak, since Morocco is one of them. More 

specifically, this study aims to observe the very important role 

of the financial reporting quality which facilitate the efforts 

made by corporate governance in order to support Moroccan 

SMBs and SMEs in this COVID-19 crisis. Also, we report that 

financial stability and firms' performance of Moroccan SMBs 

and SMEs are negatively affected by daily new confirmed 

COVID-19 cases. The study documents evidence to support 

the important role of financial communication reporting for 

helping economic stakeholders and corporate governance to 

make strategic decision during the pandemic. To that end, this 

study investigates the time series forecasting and regression 

econometric models examines the role of financial 

communication reporting during the COVID-19 pandemic 

and to check whether there are changes in Moroccan SMBs 

and SMEs efficiency. The results of this study provide useful 

suggestions to the practice. 

The remainder of this paper is structured as follows. 

Section 2 reviews relevant related works and develops 

hypotheses. Section 3 describes the methodology and data. 

Section 4 presents our results and Section 5 concludes. 

II. LITERATURE AND HYPOTHESES

Previous studies of public health crises have indicated that 

many pandemics such as MERS, Ebola, and Zika virus have 

damaged the economic growth and caused disruptions in 

many activities (Pagnottoni et al., 2021) (Peixoto et al., 2021) 

(Cimini, 2015). While studies of the economic growth to those 

epidemics may provide some insightful information, given the 

special nature of the current COVID-19 pandemic, these past 

experiences may have little compared to the unique challenges 

of the current pandemic (Barro et al., 2020). 

Studies motivated by the huge impacts of COVID-19 have 

primarily focused on the financial reporting quality which 

becomes less value-relevant during the pandemic. In (Baek et 

al., 2020), the authors analyze the effects of COVID-19 on US 

stock market volatility at the industry level. The natural gas 

and oil, hotel, food service and lodging sectors have showed 

large increases in risk. They have used machine learning 

models to identify influential economic indicators. In (Chiah 

& Zhong, 2020), the authors examine the impact of COVID- 

19 on trading volume in stock markets around the world. They 

have shown that the increase in the volume of transactions is 

related to the national culture and the institutional 

environment of each country. Also, the intensity of trade is 

also associated with the gambling opportunities of many 
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countries. State-level data was used by the authors (Pham et 

al., 2021) to assess the relationship between COVID-19 

outbreaks and stock returns. they have been found that daily 

increases in the number of infected cases, hospitalized cases, 

and deaths are negatively associated with the next day's stock 

market returns of companies headquartered in the same state. 

The association is less pronounced between states with high 

levels of medical resources and states likely to have federal 

government support. 

The literature on the 2008 financial crisis shows that crises 

can lead to higher or lower quality of financial information. 

The same is true during the COVID-19 pandemic (Hsu & 

Liao, 2021). If companies exploit the higher information, they 

are more likely to manage their profits to influence their 

stakeholders and investors in order to mitigate the negative 

effect of COVID-19. Thus, we work up the following 

hypotheses: 

Hypothesis 1: The quality of financial reporting is 

lower/higher during the COVID-19 pandemic. 

Hypothesis 2: The decrease in cases of COVID-19 has a 

mitigating effect on financial reporting quality during the 

pandemic. 

III. METHODOLOGY AND DATA DESCRIPTION

The deployed methodology is effectively used to analyze 

time series of Morocco's health situation with financial 

reporting quality. They investigated the time series and 

examines the role of financial communication reporting 

during the COVID-19 pandemic and to check how there are 

changes in Moroccan firms’ efficiency. This could help 

decision makers to design strategies and policies to manage its 

spread. 

In this study, we focus on Morocco because it is one of the 

emerging economies in Africa. Furthermore, Morocco is 

known as a developing regional economic power and our 

research will add to current literature. 

We have used the World Bank Enterprise Surveys and 

COVID-19 Impact Follow-up Surveys as our data sources. 

They are standardized and representative surveys at the 

national and company level on a sample of non-financial 

companies in the private sector of a country. The methodology 

used is a random sampling methodology and is followed in all 

these surveys using a master questionnaire. The classes used 

to construct a representative sample in each country are 

economic region, industry and firm size. Since these surveys 

use a global approach based on a common questionnaire, the 

results are fully comparable by period which facilitates 

research, analysis, including comparisons. Another important 

feature is that they collect information on the business 

environment in addition to a wide range of business 

characteristics and financial results. The second data source is 

collected by many sources including the world health 

organization, worldometers and from data delivered by the 

Moroccan ministry of health. The dataset is maintained in a 

CSV format. The data have cleaned and normalized data and 

made it easy for further processing and analysis, arranging 

dates and consolidating several files into normalized time 

series. 

IV. RESULTS

The descriptive statistics, reported in Figure 1, daily cases 

of COVID-19 are likely stabilized at the beginning of March 

2020 with a small margin due to the strict measures taken by 

the Moroccan authorities. In late July, as authorities began to 

ease these measures, cases began to rise exponentially this 

time due to increased population movement and travel during 

the summer. Faced with the exponential growth of cases and 

deaths, governments have taken emergency measures to 

reduce the spread of the disease. By flattening the epidemic 

curve, it was expected to reduce the risk of breaking the 

capacity of health care systems. As a result, these emergency 

measures have reduced economic flow through all kinds of 

businesses. The quarantine has also led to an increase in the 

unemployment rate and the closure of businesses, making 

social inequalities more evident. 
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covid-19 pandemic. This statistic gives an idea of the impact 

of the liquidity or solvency crisis induced by covid-19. 

Figure 1: Total COVID-19 Cases in Morocco over time. 

Figure 2 shows an important measure of the impact of the 

pandemic on companies that exited the market during the 

economic crisis. The figure shows estimates about businesses 

that closed altogether. It shows the share of Moroccan 

companies whose closure has been confirmed since the 

declaration of the pandemic in Morocco. Thus, the pandemic 

shock has been closed permanently firms of different sizes as 

shown in figure 2. 

Figure 2: Percent of firms confirmed permanently closed. 

As economies around the world were increasingly 

impacted by the COVID-19 pandemic, Moroccan companies 

experienced high financial distress. Figure 3 shows the share 

of Moroccan companies delaying payments to owners, 

suppliers or tax authorities for more than a week due to the 

 

Figure 3: Share of firms delaying payments for more than 

one week due to COVID-19 (%). 

V. CONCLUSION 

Given the seriousness of the situation of recording 

thousands of daily cases of COVID-19 in Morocco, our paper 

adds to ongoing contributions on COVID-19 and shows 

important evidence which a larger board can help mitigate the 

negative impact of COVID-19 on the financial reporting 

quality. A good financial information quality can help 

financial market investors or stakeholders to make the right 

decisions and help improve the efficiency of financial markets 

during the pandemic, our results provide useful information 

for policy makers and investors. This work documents 

evidence to support the important role of financial 

communication reporting that can help economic stakeholders 

and corporate governance to make strategic decision in the 

pandemic. It investigates the time series and examines the role 

of financial communication reporting of Moroccan firms’ 

efficiency during the COVID-19 pandemic. 
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