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I. SUMMARY: 

The work is divided into two main parts. The first part is 
the theoretical part in which we have defined basic notions of 
artificial intelligence, machine learning and these supervised 
and unsupervised learning algorithms and then the SVM 
algorithm, which is based precisely to integrate complexity 
control into the estimation; that is, the number of parameters 
that is associated in this case with the number of Supports 

vectors and for this we chose to work in the practical part by 
the support algorithm for machine vectors , and we obtained 
better results in terms of the accuracy of the prediction
which is increased up to 75%. 

II. INTRODUCTION ET METHODOLOGY 

A. Introduction 

In the practical part of this work, we followed the following 

steps .First, we collected the data from the Learning UCI 

machine repository, and then in the second stage we did a 

data pre-processing ( Cleaning and Encoding ). Then to 

develop a model of machine Learning the Data Set has been 

divided into two parts: Train Set and Test Set. with the Train 

Set data we have developed a transformation function called 

a transformer which allows us to process us to drive an 

estimator. Once this step is completed, the transformer and 

estimator are used to transform the Test Set data to obtain a 

new prediction. Then we test the three models( SVM model 

with "linear" kernel, SVM model with "polynomial" kernel 

and SVM model with "RBF" kernel)

B. Methodology 

In our work we used: 

 support vecteur machine(SVM) algorithm .

 SVM with "linear" kernel.

 SVM with "polynomial" kernel .

 SVM  with "RBF" kernel  .

 k-nearest neighbor (k-NN) et k-means .

 Cross-validation technique.

 Supervised learning algorithms.

 Unsupervised learning algorithms.

III. RESULTS AND INTERPRETATIONS:

A. Numerical results 

With the cross-validation technique that gives the best 

parameters that give the right estimator for each model the 

following results are obtained: 

 SVM with "linear" kernel:

svm.SVC(kernel =’ linear′,C = 0.1). 

 SVM with "polynomial" kernel:

svm.SVC(kernel = ‘poly’, degree = 1).

 SVM  with "RBF" kernel  :

svm.SV C(kernel =′ rbf′,C = 1000, gamma =

0.000001). 

Table 1: Summary of Results Achieved With Cross-

Validation Technique 
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B. Graphic results: 

Figure 1:Graph in the case of the "linear" kernel

Figure 2:Graph in the case of the "polynomial"kernel 

Figure 3:Graph in the case of the "RBF" kernel 

C. Interpretation 

The linear model has greater precision in the

classification of unsuccessful treatments ("1", 75%). In 

particular, the 96% recall suggests that almost none of the 

unsuccessful treatments are missing from the entire test 

sample. However, the model is almost unable to identify 

successful cases ("2"). It captures only about 31% of 

potential candidates and includes many false 

positives. Moreover, the proportion of true positive 

classifications that are truly positive is very, very low (45%). 

The polynomial model has a higher precision in the

classification of unsuccessful treatments ("1", 73%). In 

particular, the 99% recall suggests that almost none of the 

unsuccessful treatments are missing from the entire test 

sample. However, the model is almost unable to identify

successful cases ("2"). It captures only about 22% of 

potential candidates and includes many false 

positives. Moreover, the proportion of true positive 

classifications that are truly positive is very, very low (35%). 

The RBF model has a higher precision in the

classification of unsuccessful treatments ("1", 70%). In 

particular, the 99% recall suggests that almost none of the 

unsuccessful treatments are missing from the entire test 

sample. However, the model is almost unable to identify 

successful cases ("2"). It captures only about 9% of potential 

candidates and includes many false positives. Moreover, the 

proportion of true positive classifications that are truly 

positive is very, very low (17%). 

By comparing the three classification ratios of these three 

models it was concluded that the optimal model for 

classifying our database is the linear kernel which has an 

accuracy of 77% and f1-score 44% for the second class "bad 

credit". And among my future work perspective it has 

improved the performance of this modeled so as to increase 

the f1-score and precision. 
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