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Abstract— recognized for many years as an effective 

method for solving difficult optimization problems, the Particle 

Swarm Optimization method however has drawbacks, the 

most studied are: the high computing time and the premature 

convergence. This paper highlights a new variant of the PSO 

method aimed at avoiding these two drawbacks of the method. 

This variant combines two approaches: the parallelization of 

the computational method and the organization of appropriate 

neighborhoods for the particles. The performance evaluation 

of the proposed model was made based on an experiment on a 

series of test functions. In the light of the analysis of the 

obtained results, we observe that the proposed model gives 

better results than those of the classic PSO in terms of quality 

of the solution and of the calculation time. 

Keywords—PSO, Optimization, Parallelization, 

neighborhood. 

I. INTRODUCTION 

Optimization problems in the real world are usually 
complex. They not only contain the terms of constraints, of 
simple / multiple objectives, but their modeling is constantly 
evolving. Their resolution and iterative evaluation of 
objective functions require a long CPU time. The high 
computational cost for solving these problems has prompted 
the development of optimization algorithms with 
parallelization. 

The Particle Swarm Optimization (PSO) algorithm is one 
of the most popular algorithms based on swarm intelligence, 
which is enriched with robustness, simplicity and global 
search capabilities. However, one of the main obstacles of 
the PSO method is its susceptibility to get trapped in local 
optima and; Like other evolutionary algorithms, the 
performance of PSO deteriorates as the size of the problem 
increases. Therefore, several efforts are made to improve its 
performance. Different scenarios are developed, either by 
adding new parameters to the basic algorithm [1], by 
hybridizing it with other meta-heuristics [2], or by proposing 
parallelization scenarios [3] - [6]. 

The basic architecture of PSO inherits a natural 
parallelism, and the responsiveness of fast processing 
machines has made this task very convenient. Therefore, 
parallel models based on the PSO meta-heuristic have 

become very popular because parallelization offers an 
excellent path to improve system performance. 

The present paper has five sections including the 

introduction. In the next section, a description the PSO 

algorithm is given. In section 3 our parallel approach of 

PSO is discussed. Section 4 describes experiment and 

results. The chapter finally concludes with Section 5. 

II. REVIEW OF PARTICLE SWARM OPTIMIZATION

A. Concept 

Particle swarm optimization (briefed as PSO) is a 
stochastic optimization meta-heuristic; based on population 
solutions, proposed in 1995 by James Kennedy (socio-
psychologist) and Russel Eberhart (electrical engineer) for 
the resolution of the optimization problems, particularly 
continuous variable problem. [7]. 

PSO is based on the social behavior of individuals 
evolving in swarms, i.e., the "social interactions" between 
"agents" called "particles" representing a "swarm", in order 
to achieve a given objective in a common research space. 
Where each particle has a certain capacity for memorizing 
and processing information. In PSO, social behavior is 
modeled by a mathematical equation to guide particles 
during their process of movement [7]. 

The movement of a particle is influenced by three 
components: the inertia component, the cognitive component 
and the social component. Each of these components reflects 
part of the particle's movement equation. 

1. The inertia component: the particle tends to follow its
current direction of travel; 

2. The cognitive component: the particle tends to move
towards the best site through which it has already passed; 

3. The social component: the particle tends to move
towards the best site reached by its neighbors. 

B. Algorithm 

The basic algorithm of the PSO method proposed by [7] 
begins with a random initialization of the particles in their 
search space, by assigning them an initial position and speed. 
With each iteration of the algorithm, the particles move 
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according to the displacement equations, and the objective 
functions of the particles (fitness) are calculated so that the 
best position of all can be calculated.  

The best position of each particle and the best position of 
the swarm are updated with each iteration. The process is 
repeated until the stop criterion is met (see Fig. 1). 

Fig. 1. Basic PSO Flowchart 

C. PSO configuration 

 Like any meta-heuristic, PSO has a set of parameters that 
intervene and influence its performance. The choice of these 
parameters remains critical and generally depends on the 
problem posed [8] [9] but has a great influence on the 
convergence of the algorithm. Among these parameters, we 
can mention: 

 Number of particles: One of the key parameters of
the PSO method is the number of particles; it
greatly influences the performance of the algorithm,
especially in terms of calculation time, since the
presence of each particle in the algorithm causes a
calculation: evaluation of the position and
displacement of the particle [10]. The quantity of
particles allocated to the resolution of a problem
depends on several parameters, namely: the
dimension of the problem to be optimized (the size
of the search space), the ratio between the
computational capacities of the machine and the
time maximum of research and especially the
complexity of the optimization problem. The choice

of an adequate value for this parameter is not an 
easy task, since there is no rule to determine it, only 
a massive experiment by making many tests allows 
acquiring the necessary experience to the 
understanding of this parameter. 

 Dimension of the problem: This parameter is a
direct link with the problem to be optimized, it
represents the space of research and evolution of the
particles, and of course the dimension of the
problem impacts the convergence of the algorithm,
at the level of calculation time: dealing with a 2-
dimensional problem does not take the same time as
a 30-dimensional problem, and also at the level of
the reliability of the results: the precision of the
small-dimensional results is not the same as that
linked to the problems with high dimension.

 Particle arrangement: Before starting the
algorithm, the positions of the particles as well as
their initial velocities must be initialized randomly
according to a uniform law on [0..1]. This initial
arrangement has an influence on the next
displacement of each particle and therefore the
convergence of the algorithm, especially in the case
of the constitution of geographical neighborhoods.
However, there is a set of automatic position
generators, allowing different positions to be
assigned to the whole swarm. Several studies exist
in this direction [11]. The SOBOL sequence
generator is one of the most efficient in the field, for
a homogeneous arrangement of particles in a space
of dimension n following a study made by [12] who
used a certain sequence with small deviation to
initialize the particles. The researchers used Halton,
Sobol and Faure sequence generators to initialize
the swarm. They then tested the offered variants
using six standard test functions. They found that
the performance of PSO with Sobol initialization is
the best among all the techniques.

 Stopping criteria: The stopping criterion
represents one of the key success of the PSO
algorithm, choosing an optimal stopping criterion is
not an easy task, and is not done randomly, but
must be the result of a depth study of the problem
and a massive experiment. This parameter differs
according to the optimization problem and the
constraints defined by the user, it is strongly
advised to endow the algorithm with an exit gate
since convergence towards the optimal solution is
not guaranteed in all even if the experiments
indicate the great performance of the method. As a
result, several studies have been carried out in this
direction [13], different propositions have taken
place: the algorithm must then be executed as long
as one of the convergence criteria has not been
reached, this can be: the number maximum
iterations; the global optimum is known a priori,
one can define an "acceptable precision", the
variation of the speed is close to 0. Other stopping
criteria can be used according to the problem of
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optimization posed and of the constraints defined by 
the user. 

D. Neighborhood in PSO 

The neighborhood constitutes the structure of the social 
network. The neighborhood of a particle represents with 
whom each of the particles will be able to communicate. 
There are two main types of neighborhoods:  

Geographic neighborhood: this type of neighborhood 
represents geographic proximity, it is the most natural notion 
of neighborhood for particle swarms, neighbors are 
considered the closest particles. However, with each 
iteration, the new neighbors must be recalculated from a 
predefined distance in the search space. It is therefore a 
dynamic neighborhood that must be defined and updated at 
each iteration.  

Social neighborhood: this type of neighborhood 
represents social proximity, neighborhoods are no longer the 
expression of distance but the expression of the exchange of 
information, they are defined at initialization and are not 
modified by the following. Once the network of social 
connections is established, there is no need to update it. 
Therefore, it is a static neighborhood. 

 Neighborhood topology

The network of relationships between all the particles is 
known as the "swarm topology". The choice of a 
neighborhood topology is very important, several topology 
studies have been carried out in this regard [14], different 
combinations have been proposed, the most used of which 
are mentioned above [2]:  

Ring topology (Fig. 2 (a)): each particle is connected to n 
particles, (usually n = 3), each particle tends to point towards 
the best in its local neighborhood.  

Radius topology (Fig. 2 (b)): communication between 
particles is made via a central particle, only the latter adjusts 
its position towards the best, if there is improvement in its 
position, the information is then spread to its congeners. 

Star topology (Fig. 2 (c)): each particle is connected to all 
the others, the social network is complete, i.e. The 
neighborhood optimum is the global optimum. 

Fig. 2. Neighborhood topologies 

III. PARALLEL MODELS BASED ON THE PSO ALGORITHM

The PSO algorithm quickly took its place among the 

most powerful methods in the family of meta-heuristics 

dedicated to solve complex optimization problems. 

Although this meta-heuristic is very popular due to its 

robustness, it nevertheless presents several drawbacks, the 

most studied of which are the high computational time and 

premature convergence.  

Parallelism is one of the concepts, which interested 

researchers in the field to remedy these drawbacks of the 

PSO method. 

A. Related work 

As mentioned previously, in the implementation of the 
classical algorithm of the PSO method, all the calculations 
are done in a sequential manner; this is where the idea of 
parallelization arises in order to improve the performance of 
the algorithm. Several scenarios are proposed, we 
distinguish: 

In [15], the authors tested in 2006 in both synchronous 
and asynchronous PSO parallel algorithms for optimization 
of typical parameters of the wings of a transport plane. The 
result indicates that the asynchronous PSO algorithm 
performs better than the synchronous PSO in terms of 
parallel efficiency. [16] Implemented in 2006 an 
asynchronous parallel PSO algorithm for analytical and 
biomechanical testing problems. The experimental results 
obtained show that the asynchronous PSO is 3.5 times faster 
than the synchronous PSO algorithm. 

In [17] in 2007, a parallel PSO approach named 
(MRPSO) based on the MapReduce parallel programming 
model, with the aim of addressing complex optimization 
problems. MRPSO has been applied to a set of test functions 
well known in the optimization field for their difficulty. 
Based on the results obtained, MRPSO can handle up to 256 
processors for moderately difficult optimization problems 
and tolerates node failure. 

In this study [18] carried out in 2010, two algorithms are 
developed for determining the pricing of options using 
particle swarm optimization. The first algorithm we 
developed is the Synchronous Option Valuation Algorithm 
Using PSO (SPSO), and the second is the Parallel 
Synchronous Valuation Algorithm. The pricing results 
obtained from these two algorithms are close compared to 
the classic Black-Scholes-Merton model for simple European 
options. A test of the synchronous parallel PSO algorithm in 
three architectures was performed on a shared memory 
machine using OpenMP, a distributed memory machine 
using MPI, and a homogeneous multicore architecture 
running MPI and OpenMP (hybrid model). The results show 
that the hybrid model handles the charge well when there is 
an increase in the number of particles in simulation while 
maintaining equivalent precision. 

A parallel particle swarm optimization algorithm is 
described in [4], proposed in 2012 to solve the problem of 
coverage of pursuit-evasion games, where several pursuers 
must cooperate to cover the potential flight zone of an agile 
fraudster within a reasonable time. The area to be covered is 
complex and therefore difficult to calculate analytically. 
With the use of the proposed parallel PSO algorithm, 
maximum coverage is achieved in less time, considering the 
minimum number of pursuers. Calculation time can be 
further reduced by optimizing the fitness function according 
to the locality of the data. In addition, the use of a variable 
length of the communication data frame makes it possible to 
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reduce the communication time between processes when the 
number of processors increases (more than four in the test 
example). The simulation results show a comparison 
between the acceleration, the computation time before and 
after the optimization of the fitness function and the 
communication time between fixed and variable data frames. 
The positions and orientations of the prosecutors are also 
presented to show the effectiveness of the proposed parallel 
algorithm. 

In [5], the authors in 2014 introduce several parallel 
functional skeletons, which, in a sequential implementation 
of the PSO method, automatically provide the corresponding 
parallel implementations. They use these skeletons and 
report some experimental results. They find that, despite the 
low effort required by programmers to use these skeletons, 
their empirical results show that the proposed skeletons 
achieve reasonable acceleration speeds. 

In 2015, the authors of [19], developed the problem of 
Constraint Satisfaction Problems CSP which occur in 
different domains. Several methods are used to solve them. 
In particular, the PSO meta-heuristic, which effectively 
solves CSPs by drastically reducing the computational time 
needed to explore the solution search space. However, PSO 
is excessively expensive in the face of large instances. For 
this work, a particular interest was brought to the problems 
of satisfaction of maximum constraint (Max-CSP) by 
proposing a new approach of resolution, which allows 
solving efficiently Max-CSP, even with large instances. The 
goal was to implement a PSO-based method using the 
Graphics Processing Unit (GPU) architecture as a parallel 
computing framework. Two parallel models are offered; the 
first is a GPU parallel PSO for Max-CSP (GPU-PSO) and 
the second is a GPU distributed PSO for Max-CSP (GPU-
DPSO). The experimental results show the efficiency of the 
two proposed approaches and their ability to exploit the GPU 
architecture. 

In [6] two parallel strategies are proposed in 2019, based 
on several swarms to solve multi-objective optimization 
problems. The multiple swarms co-evolving in parallel and 
interacting through migration. Different policies for 
triggering migration are proposed and evaluated. An in-depth 
experimental evaluation of the algorithms is presented, as 
well as a study of the impact of the proposed methods on the 
convergence and diversity of research in many scenarios of 
multi-objective optimization. The first strategy is based on 
Pareto domination and the other on decomposition. Several 
swarms run on independent processors and communicate in 
broadcast over a fully connected network. A study of the 
impact of using synchronous and asynchronous 
communication strategies for the decomposition-based 
approach. Experimental results have been obtained for 
several reference problems. The conclusion was that 
parallelization has a positive effect on the convergence and 
diversity of the optimization process for multi-objective 
problems. However, there is no single strategy that works 
best for all categories of problems. In terms of scalability, for 
higher numbers of goals, parallel algorithms based on 
decomposition always show the best results. 

B. Proposed parallel model 

The scenario that we have adopted in this proposed 
model called PN-PSO (Parallel Neighborhood PSO) allows 
parallelizing the calculations by launching a set of threads on 
batches of particles positioned in different neighborhoods. 
Threads, (a sort of Java processes in our experiment), run in 
parallel with each iteration of the algorithm.  

Each thread performs the processing of an iteration of its 
batch of particles, and waits for the other threads to complete 
their processing to update the neighborhoods and start a new 
iteration. This scenario is repeated until a satisfactory 
solution is obtained "reaching the stopping criterion".  

 The particularity of this model consists in taking 
advantage of the robustness of the PSO algorithm in the 
choice of the right parameterization in order to create 
diversity in the search (in our case: the distribution of 
particles in the search space and our notion of neighborhood) 
and in information sharing to facilitate convergence. Parallel 
computing speeds up calculations in order to have an 
"optimal" solution in an optimized computing time. Fig. 3 is 
a representation of the proposed approach [20]. 

Fig. 3. The proposed Parallel PSO model 

 Algorithm Framework

The main steps of the PN-PSO algorithm are as follows: 
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IV. EXPERIMENT AND RESULATS 

This section deals with a description of the experiments 
and an analysis of the obtained results of the proposed model 
based on the PSO algorithm.  

A. Description of experiments  

The modification of the basic algorithm of PSO method 
for our two models involves three essential points: the notion 
of neighborhood, parameter adaptation, and parallel 
computing. These changes to the algorithm improve its 
performance. 

 Our algorithm was programmed in JAVA 1.8, and the 
experiments were done on a MacBook Pro OS X 10.13.15, 
Core i7, 16 GB machine. Threads are the technology used in 
Java to multitask applications. They share the same memory, 
as well as resources (in memory), for this, the threads risk 
competing and corrupting the system. 

This is where concurrent programming comes in, 
bringing together a set of features and techniques to enable 
synchronization of tasks running in parallel. Java manages 
processes better than threads, but threads are used a lot more 
because they are better integrated into the Java language and 
less memory intensive. While Java is a robust language with 
many advantages (portability, inheritance, etc.), but 
especially to the concept of concurrent programming 
(parallelism and synchronization) we opted for this language 
in order to carry out our experiments and take advantage of 
the advantages of parallelism in terms of reducing the 
computation time, and also to make the most of the hardware 
resources of the machine. 

To test our proposed parallel model, a set of ten test 
functions has been selected (see Table. 1) to evaluate the 
performance of the proposed model. 

TABLE I.  DESCRIPTION OF THE USED FUNCTIONS  

 

In the PSO algorithm each parameter has an important 
influence on the behavior of the particles and therefore on 
the convergence of the algorithm; and even if the PSO 
method presents satisfactory results, the choice of the right 
parameterization of the method remains a critical point as 
well as one of the keys to success for any PSO algorithm. In 
the descriptive section of the PSO method, we have 
presented some parameters that influence the behavior of 
particles in their movements in search of the optimum. 

The parameters that we developed in our model is the use 
of several variable parameters that can be modified from the 
user interface dedicated for it. It all depends on the 
requirements of the optimization problem. Massive 
experimentation was carried out to find the appropriate set of 
parameters; it has given results, which we consider 
satisfactory. 

It is important to note that a simple change in the value of 
a parameter can greatly change the result, and can even lead 
to premature convergence. For the present study, which deals 
with the moderate size, two-dimensional problems, the list of 
parameters, which gave sufficient good results are mentioned 
in the table below (see Table. 2). 

 

 

 

 

TABLE II.  DESCRIPTION OF THE USED PSO PARAMETERS 

Function Range ƒmin 

 

ƒ1 Rosenbrock 

 
±30 

 
            0 

 

ƒ2 Himmelblau 

 

±30 

 

-3.78396 

 

ƒ3 Beale’s 

 
±4.5 

 
0 

 

ƒ4 Easom 

 

±100 

 

-1 

 

ƒ5 McCormick 

 
±4.0 

 
-1.9133 

 

ƒ6 Three-hump camel 

 

±5.0 

 

0 

 

ƒ7 Hölder table 

 
±10 

 
-19.2085 

 

ƒ8 Matyas 

 

±10 

 

0 

 

ƒ9 Booth’s 

 
±10 

 
0 

 

ƒ10 Goldsteinprice 

 

±2.0 

 

3 
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B. Results 

The table below shows the results details of the average 
of 1000 executions: the values of execution time in 
milliseconds, the SR: the success rate which is the 
percentage of convergence of the function towards the right 
solution, the EvalIF which represents the number of 
evaluation of the objective function,  and this for the basic 
PSO and the proposed parallel model on a set of ten 
functions.  

TABLE III.  EXPERIMENTAL RESULTS 

 

From the results obtained, we have observed the 
performance of the PN-PSO algorithm in terms of the 
solution quality; it avoids the convergence of particles in 
local optima. The computation time in the proposed PN-PSO 
model is also lower than the sequential model. 

V. CONCLUSIONS 

This paper presents a parallel model based on the Particle 
Swarm Optimization meta-heuristic. The objective was to 
propose solutions to the two drawbacks of the method: 
premature convergence and the high computing time. In the 
literature, several improving versions of the PSO method are 
proposed either by adding new parameters, by parallelizing it 
or by hybridizing it with other meta-heuristics. 

The proposed model that we have presented in this paper 
is based on two concepts: parallelization and neighborhood. 
The combination of these two notions improved the 
performance of the method in terms of quality of the solution 
and of computation time. Our PN-PSO model uses the notion 
of dynamic neighborhood, which allows to create diversity in 
the search as well as a better exploration of the search space 
in order to improve the quality of the solution and avoid the 
stagnation of the algorithm in a local optimum; parallel 
computing is used to speed up calculations in order to have 
an "optimal" solution in a reduced computing time. 
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