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Abstract— 

The objective of this paper is to highlight the methodology of 

principal component analysis. It is a branch of multivariate 

descriptive statistics that allows for the simultaneous 

processing of any number of quantitative data. Firstly, it is 

interesting to review the different methods used for the 
construction of the questionnaire and the necessary steps for 

its elaboration. Secondly, the techniques used can be 

generalised to two complementary analyses: reliability 

analysis and dimensionality analysis. Secondly, the focus will 

be on assessing the internal consistency of the scales. It is 

therefore appropriate to consider principal component 

analysis as an extremely powerful tool for synthesising the 

information contained in the various data to have a 

representation that allows easier interpretation.
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I. INTRODUCTION

In management science, there are several methodological 

choices in applied research. Surveys are one of the most 

widely used research methods in this discipline, allowing the 

analysis of different types of variables, both qualitative and 

quantitative.  

The methodological choice based on quantitative studies 

makes it possible to obtain numerical  

relational information that serves to better understand the 
chosen theme or subject. Moreover, recent developments in 

quantitative tools make it possible to quantify qualitative 

variables, and one can, conversely, make interpretations and 

draw qualitative conclusions from quantitative data (Barbet, 

1988). 

The aim of this paper is to highlight a methodology often used 

by management science researchers whose main research 

instrument is data drawn from questionnaires. This is the 

methodology of exploratory analysis of measurement 

instruments. Exploratory factor analysis aims to explore a 

number of items in a given population. The techniques used 

can be generalised to two complementary analyses: reliability 

analysis and dimensionality analysis. For this purpose, a 
statistical analysis is used: factor analysis.  

This paper is divided into four points. The first point 
describes the steps involved in designing the questionnaire. 
The second point describes the choice of a scale to measure a 
latent variable from a set of items. The methodology for the 
evaluation of these measurement instruments is discussed 
with a numerical application. The last point is reserved for the 
methodology of the application of the principal component 
analysis method and its statistical evaluation 

II. METHODOLOGY FOR THE CONSTRUCTION OF THE 

QUESTIONNAIRE 

A. Definition and construction of the research instrument 

The questionnaire is a document on which the answers or 

reactions of one or more individuals are noted. Indeed, it is 

applied to a set (sample) that must allow statistical inferences 

to be made, in order to measure and evaluate behavioural 

phenomena in a population. Therefore, the systematic 

implementation of pre-test procedures and scientific design of 

questionnaires is essential for the quality of the data collected, 

in particular to minimise so-called measurement errors.  

The questionnaire survey is considered as a data collection 
tool to understand and explain phenomena on the one hand, 
and to study the characteristics of a population on the other. In 
addition, the questionnaire may allow us to verify, confirm or 
refute hypotheses related to a research.  
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Thus, an essential step in market research. Firstly, it 
provides the data needed to create scales for the brief as its 
structured form makes it easier to analyse the hypotheses. 
(Malhotra, 2008).  

Secondly, it is a measurement tool. Its main purpose is to 
operationalise the user's request for information in a format 
that allows statistical measurement. The concepts of 'reality' 
must be operationalised in such a way that specialists and 
users can perform the necessary analyses, which the 
questionnaire designer can implement in the questionnaire, 
and which the respondents can understand and answer 
correctly.  

However, in order for the questionnaire to fulfil its 
functions, it was necessary to have a clear and precise 
definition of the questionnaire. The first phase of the 
development of the questionnaire was a very crucial phase for 
us in order to be in line with the scientific approach. For this 
purpose, we were largely inspired by the steps proposed by 
(Churchill, 1998):  

 Defining the purpose of the research ;

 The specification of the information sought, i.e.
the objectives and hypotheses to be tested;

 The type of questionnaire and its mode of
administration ;

 The content of individual questions ;

 The form of response to each question ;

 The wording of each question ;

 The sequence of questions ;

 The physical characteristics of the questionnaire;

 Pre-testing of the questionnaire, and drafting of
the final version.

The latter plays a key role in the data collection process, 
as well as influencing the image of the statistical agency that 
uses it. It also. It has a significant influence on respondent 
behaviour, interviewer performance, collection costs and 
respondent relations, and therefore has a considerable impact 
on data quality.  

The process of designing the questionnaire consists of 
several successive steps:  

 The development of a conceptual framework,

 The writing and sequencing of questions,

 The correct use of visual design elements and the
technical implementation of electronic
questionnaires.

1
Surveys are one of the most affordable ways to collect quantitative data.  

Figure 1: Construction of a questionnaire 

Therefore, we will now deal with the essential steps related to 
the construction and implementation of the questionnaire. 

B. Forms and phases for the construction of the 
questionnaire 

The questionnaire survey is a reliable measurement 

instrument that is easy to1 administer and analyse (Malhotra, 

2008). 

Questionnaires can be administered by interviewers in person 

or by telephone, or they can be self-administered on paper or 

in another medium, such as an audio cassette or the internet. 

Respondents may be asked to report on themselves, others in 

their household or other entities, such as businesses. 

The design of the questionnaire, in accordance with the Code 

of Practice 2 . Therefore, the wording, structure and 

presentation of all questionnaires must lead to valid and 

reliable results. There are two types of questionnaires: 

 Direct-administration questionnaires: in this case,

the respondent writes his/her answers on the

questionnaire. The person conducting the survey

(the interviewer) may or may not be present; if he or

she is present, he or she may clarify the content of

an answer if the respondent so requests.

 Indirect administration questionnaires: in this
case,the interviewer records the answers provided

by the subject. The interviewer is therefore

necessarily present.

Indirect administration gives the best results, but requires 

greater resources; when the number of people to be 

interviewed is very large or the wording extremely precise, 

direct administration should be used.  

2
This is principle number 12 of the European Statistics Code of Practice, which is 

intended to ensure that statistics accurately and reliably describe reality. 
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The questionnaires can be administered in three ways: 

 By mail: questionnaires are mailed to individuals in

the selected sample.

 By interview: the questionnaire is completed during
or after a face-to-face meeting between an

interviewer and the respondent.

 By telephone: only a very short questionnaire can

be submitted.

The risk in the first method is that there may be a greater or 

lesser percentage of non-responses, which distorts the 

representativeness of the sample. In contrast to interviews, 
the composition of the sample is easier to respect in this case, 

but the possibility of refusal or absence of respondents should 

not be forgotten.  

When developing a questionnaire, the whole cycle of 

questionnaire design and testing should be covered. Five 

main steps should be distinguished (see Figure 2).  

Figure 2: The five stages to be covered by a questionnaire 

a. Conceptualisation phase:

This is the most important phase that comes before we even 

start thinking about the formulation of the questions, the 
conceptual basis of the questionnaire must be operationalised 

from the literature review.  

   The complexity of theoretical concepts entirely requires a 
strict selection of empirical features (indicators) that can be 

observed in a survey. These indicators are considered an 

appropriate representation of the concept. On the other hand, 

the development of the conceptual framework is obviously 

more important for completely new surveys, whereas in 

existing surveys the concepts are well established. In this 

case, less attention is required at this level. 

   The main output of this step is the list of target variables (in 

addition to basic decisions on the target population, data 

collection mode, etc.). 

b. Questionnaire design phase

The questionnaire design phase starts after the specification 

of the conceptual basis and the determination of the data 

collection method. Based on the content of the questionnaire 

3 The set of people to be interviewed, the 'sample', is drawn from a 

larger population, the 'parent population' (also called the 'reference 
population' or 'parent population').   
4  The information to be collected must be requested (via the 
questionnaire) in an objective manner. This means ensuring the 

and the requirements of the data collection method, the 

sequence of the thematic sections of the questionnaire is 

decided.

The form and choice of answers proposed will be specified 

according to three criteria:  
 Clarity3 (understanding);

 Neutrality4 (authenticity of answers)

 Adequac 5  which refers to the ability of the

interviewees to answer the questionnaire. Three

elements are important at this level: the length of the

questionnaire, the order and the orientation of the

questions.

Furthermore, the strategy for designing a questionnaire is 

relatively simple. It involves ensuring four important things:  

 That respondents understand the questions.
 That they are able to respond.

 Let them agree to respond.

 That the answer is formulated authentically and not

influenced

   c.Questionnaire testing phase 

The third phase consists of testing the questionnaire on a 

representative sample of the panel in order to check the order 

of the questions and their comprehension, and then to correct 

the questionnaire if necessary in the light of any problems 

encountered. The objective of this test is to evaluate the ease 

of understanding, the degree of acceptance and the ease of 

interpretation. The test is therefore an absolutely necessary 
step that must be carried out with rigour.  

In this phase two things need to be checked:  

 That the answers to each question are consistent

with the expected outcome;

 This can be done by analysing the testers' answers,

or by discussing them better once they have

answered.

As making a good questionnaire is much more difficult than 
you might think, this step is essential, even for the most 

experienced, to ensure that there are no ambiguities that you 

might have missed. 

d. Review phase

Generally, two or more rounds of questionnaire testing are 

recommended. If a questionnaire has been modified as a 

result of the test results, a new round of testing is normally 

required. This involves testing the questionnaire at an early 

stage of its development, revising the questionnaire 

according to the test results, and then testing the revised 

questionnaire. This process may be repeated for two, three or 

even more test phases.  

authenticity of the answers. A questionnaire is considered neutral 
when it prejudges the possible answers as little as possible.   
5 This criterion therefore refers to the fit of the questions to the 

characteristics of the questions to the characteristics of the 
respondents. 

Conceptualizati
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Different methods of testing the questionnaire can be used 

during each phase of the test. In ongoing surveys, the 

evaluation of previous waves of the survey can make an 

important contribution to the revision of the questionnaire.

C. Choice of Measurement Scale

The method most adapted by researchers in management 

science is the scale of measurement which consists of 

expressing the intensity of its approval and adheres directly 

to the respondents, proposals to be judged according to a 

predetermined scale, it includes a statement expressing the 

state favorable or unfavorable to the object of interest. Each 

answer reflects, therefore, a degree of satisfaction with the 

existence of the elements of the theoretical model. A 

component of the scale is called a modality. The number of 
modalities can naturally vary, but generally there are 5 or 

more.  

The score for each type of response is calculated by adding 

up the propositions that are favourable to the dimension being 

measured. However, this method implies assuming that each 

item has a weight similar to the average weight.  

A pre-test generally ensures that the items are consistent with 

the variable to be measured. However, it is necessary to 

supplement this reflection with statistical (factorial) analyses 

in order to verify the dimensionality of the measurement scale 

(coherence) and to remove items relating to outliers.  

Therefore, we adopted the five-point scales (ranging from 1 
to 5 according to the following table), to be used in 

quantitative studies to achieve consistent measures and to 

seek a fit between the abstract ideas used to understand the 

social world, and what happens in the real (empirical) world 

(W. L. Neuman & Kreuger, 2003). The advantage of such a 

design lies in its ability to make a mental map of the 

respondent's evaluation obvious to the researcher (Schindler 

& Cooper, 2001). 

Table 1: Five-point Likert Scale 

Likert scale Scale coding 
Not at all in agreement 1 

No agreement 2 

Neither agree nor disagree 3 

I agree. 4 

Totally agree 5 

D. Other forms of items 

Generally, a question can be defined as an interrogative 

sentence that seeks an answer to assist in information 

gathering, testing and research. Good questions produce 

accurate answers and help to collect usable quantitative and 

qualitative data. 

Historically, questions have evolved well into other types of 
questions for gathering information. Although the types of 

questions used in the design of a research study, these are 

determined by the information required, the nature of the 

study, the time needed to answer them and the budgetary 

constraints of a study. Thus the quality of the questions, i.e. 

the art of asking the questions, allows for in-depth knowledge 

to be gained, informed decisions to be made and effective 

solutions to be developed.  

There are several types of questions. The most frequently 

answered are the dichotomous questions. The latter is usually 

a closed "Yes/No" question and is used for basic validation. 
In the context of this thesis work, it was essential to focus on 

these types of questions, for example this question is used to 

find out the gender of the respondent, this can allow us to 

group the data into two groups in order to test moderation for 

example.  

Another type of question is proposed. This type refers to 

multiple-choice questions. These questions are a type of 

question in which respondents are asked to select one (single 

selection multiple-choice question) or more answers 

(multiple selection multiple-choice question) from a given 

list of options. The multiple-choice question consists of either 

a single correct answer, one or more correct answers, 
incorrect answers, etc. For example, the questionnaire has 

several single-selection multiple-choice questions such as 

"What is your highest degree? Here the respondent is asked 

to provide only one answer from a list of six proposals. 

III .METHODOLOGY FOR THE EXPLORATORY EVALUATION

OF MEASUREMENT INSTRUMENTS

Based on the methodology presented by the Churchill 

paradigm, the construction of multi-scale questionnaire-type 

measurement instruments is based on two distinct but 

complementary phases:  

 An exploratory analysis to explore the measurement

instruments (this is what we will see in this work).

 A confirmatory analysis to confirm or refute the

research hypotheses.

Figure 2 :  Churchill paradigm 

The idea is to first test the questionnaire with a small starting 

sample. The test consists of purifying the measurement 

instruments by eliminating items that do not contribute 
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observable variables and to reduce the number of factors, calculation of 
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 Ensure that the data is metric and   therefore correlated (Kaiser, KMO,

Bartlett), 

 Check the dimensionality of the scale (scale relevant to the desired 

information),
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significantly to the measurement of indicators measuring the 

concepts.  

The exploration therefore consists of :  

 Focus on the literature review to identify and specify

the domain of the construct.
 The interviews and practical examples enable the

researcher to generate indicators for measuring the

concept.

 The collection of the first data is used to purify the

measurement instrument in order to develop a

second version of the questionnaire.

Figure 1: Protocol for the exploratory examination of 

instruments 

In the following paragraphs, it will be interesting to examine 

the dimensionality and factoring of the measurement scales 

by applying the principal components method without and 

with rotation. The objective of this step in the analysis is to 

further refine the measurement instruments and to reconstruct 

the variables in such a way that orthogonal relationships 

between the factors selected for the four variables of this 

dimension are known. The tests are performed with the Stata 

software package. 

A. Reliability analysis 

Reliability analysis is used to characterise measurement 

scales made up of various items - in the case of a 

questionnaire, questions. The procedure used calculates 

several measures that allow the reliability of the scale to be 

assessed and also provides information on the relationships 

between the different items. In our research, we often speak 
of internal reliability for measures with several items.  

The reliability of a measuring instrument depends on the 

randomness of the measurement error (Evrard et al., 2003). 

The lower the randomness, the more reliable the instrument 

is. To assess the reliability of the measurement scales we have 

mobilised in this doctoral research, we will use the most 

widespread indicator in management science research.  

Cronbach's alpha coefficient (1951), known as the internal 

consistency coefficient (measures the correlation between the 

scale and its various items). It is calculated on the basis of the 

average variances and covariances of the items, according to 
the following formula 

𝜌2(𝑦, 𝑡) =
𝑘

𝑘 − 1
[1 −

∑ 𝜎2𝑦𝑖
𝑘
𝑖=1

𝜎2𝑦
] (Eq.1) 

6 This coefficient can be interpreted as an estimate of the reliability 

coefficient of the questionnaire. 
7 In practice, the closer Cronbach's alpha is to 1, the more correlated 

the items are with each other and the more internally consistent the 
scale is. In this case, the items can be added together to form an

With : 𝒚𝒊 For each 𝑖 represent the scores of 𝒌 : Items of the 

questionnaire. 𝝈𝟐 : is the variance of the sum of the items 

equal to the sum of the elements of the variance covariance 

matrix.  
The Cronbach's alpha coefficient6 can take on several values, 

from 0 to 17. This index reflects a degree of homogeneity that 

is all the higher the closer the value is to one. Conversely, a 

Cronbach's close to 0 indicates that the measurement scale is 

unreliable. Al though there is no consensus in the literature 

on research methodology, many authors consider that a 

Cronbach's value of 0.6 8
 is acceptable for exploratory 

research (Malhotra, 2004; Mak, 1989; Evrard et al., 1993; 

Usunier et al., 1993, Peterson, 1995). Evrard et al (2003) 

consider that an alpha value between 0.6 and 0.8 is acceptable 

in an exploratory study. On the other hand, Nunnally (1967) 
and Peter (1979), reach more or less the same conclusion by 

setting the acceptance interval between 0.50 and 0.60. 

However, it is a measure of the internal consistency of the 

questionnaire. In the first place, a high coefficient can then be 

interpreted as a good overall consistency of the items within 

the questionnaire. But a good general coherence does not 

mean that all the items, taken individually, are coherent with 

the others. It will be interesting to know the individual 

consequence of each item, in practice this step is primordial 

since it is important to know the effect of each item in the 

group of items constituting the construct or the dimension 
measured. 

Table 3: Decision rule for the reliability of a measurement 

scale 

Value of 

𝜶
𝜶 > 𝟎, 𝟖 0.6<𝜶

<0,8 
𝟎, 𝟓
< 𝜶  < 
𝟎, 𝟔

𝜶 < 𝟎, 𝟓 

Internal 

consi

stenc

e 

High Average Low Very low  

Decision Acceptable 

acceptable in 

the case of an 

exploratory 

study 

Unaccepta

ble

Various software and packages facilitate the calculations. In 

particular, STATA, SPSS, R, etc. offer a fairly simple 

handling of the estimation of Cronbach's alpha, and an easy 

examination of inter-item correlations and covariances.

B. Analysis of factoring and dimensionality 

overall score for this scale, as they are supposed to measure the same 
phenomenon.   
8 Cronbach's Alpha up to levels of 0.7 - 0.8 indicating good internal 

consistency of the scale and the range 0.8 - 0.9 reflecting excellent 
consistency between items.   

 Reliability of the measuring instrument 

 Evaluation of the measuring instrument 

  Factor structuring and scale cleaning 
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There are many types of factor analysis, but principal 

component analysis9 is perhaps the simplest and most widely 

used. Principal components are synonymous with factors, and 

generally the components in principal component analysis are 

often components are often referred to as factors. We will use 
the two terms interchangeably here. interchangeably here.  

Principal component analysis (PCA) is therefore a 

multivariate technique known as interdependence analysis, 

which consists of rotating the axes of the factors around the 

point of origin in order to redistribute the variance to be 

explained more equitably. This is one of the most commonly 

used factorial methods. It is particularly suitable for 

quantitative, continuous variables that are a priori correlated 

with each other. Once the data are projected into different 

planes, the proximities between variables are interpreted in 

terms of correlations, while the proximities between 

individuals are interpreted in terms of the overall similarity 
of the observed values. 

a. Scaling: PCA factoring without rotation

smaller factors we should ignore, as they explain the least 

amount of total variance. One of the main criteria used is the 

Kaiser or Kaiser Guttman criterion, which consists of 

ignoring factors whose eigenvalues are equal to or less than 

one. Since the maximum amount of variance that can be 

explained by a variable is one, these factors are really only

equivalent to the variance of a variable.  
The first factor will always explain the largest proportion of 

the overall variance, the second second factor will explain the 
second largest proportion of variance not explained by the 

first factor, and so on. factor, etc., with the last factor 

explaining the smallest proportion of the overall variance. 

variance. Each variable is correlated with each factor. As the 

first factor explains the largest proportion of the overall 

variance, the correlations or loadings of the variables will, on 

average, be the highest. will, on average, be highest for the 

first factor, lowest for the second factor, and so on. 

In practice, the following steps should be followed: 

 PCA without rotation is applied to all the items

forming the variable under study.

 We detect the values of "Eigen value" which are
higher than 110 . And make sure by a simulation that

its values have not been modified. To decide on the

number of principal components with 𝑝 components

or 𝑝−1 principal components so that the unexplained

variability does not increase.

 Retain the principal components for the latent

variable.

b. Dimensionality of measurement scales: PCA with

rotation

The initial (retained) principal components that explain most 

of the variance in the measurement variables are of the 

9 PCA for principal component analysis 
10 According to the Kaiser rule, only factors with an eigenvalue 

greater than 1 are retained.   

measurement variables are rotated to clarify their 

significance. The rotation of factors can be done in different 

ways. We will discuss two of these approaches. of them. The 

most common form of rotation is called VARIMAX, in which 

the factors are not related or orthogonal to each other, i.e. the 
factors are are not related or orthogonal to each other, i.e. the 

scores of one factor are not correlated with the scores of the 

other factors. Are not correlated with the scores of the other 

factors. The VARIMAX rotation attempts to maximise the 

variance explained by the factors by increasing the 

correlation of variables that are highly correlated with them 

and decreasing the correlation of variables that are not. 

correlated with them and decreasing the correlation of 

variables that are weakly correlated with them.

The main objective of this method is to obtain a clear 

structure of factor weights, i.e. factors that are clearly marked 

by strong correlations with some variables and weak 

correlations with other variables. In an analysis with many 

variables, it is necessary to rank the items in terms of 

decreasing size for each factor in order to see more clearly 
which variables contribute most strongly to each factor.  

In addition, the value of the variance explained by the two 

rotated VARIMAX factors is the sum or eigenvalue of the 

squared loadings for each factor, divided by the number of 

variables. These proportions are naturally different from 

those of the original principal components without rotation 

because of the change in the weights of the variables in 

relation to these factors. 

In addition, the value of the variance explained by the two 

rotated VARIMAX factors is the sum or eigenvalue of the 

squared loadings for each factor, divided by the number of 

variables. These proportions are naturally different from 

those of the original principal components without rotation 
because of the change in the weights of the variables in 

relation to these factors.

Ultimately, the following steps should be followed: 

 Perform a Principal Component Analysis with

rotation: VARIMAX with Kaiser normalisation.

(Orthogonal rotation).

 Deduce the factor structure of the latent variable

according to the selected components.

C. Structural evaluations of measurement scales 

Structural evaluation of measurement scales where the 

KMO11 (Kaiser-Meyer-Olkin) test is used. This is a factorial 

solution adequacy index that measures the inter-correlation 

of items. The closer the value is to 1, the more factorizable 

the items are, and PCA (Principal Component Analysis) can 
therefore be applied.  

This measure gives an overall picture of the quality of inter-

item correlations. The KMO index11 varies between 0 and 1 

11 The KMO index is sometimes referred to as the MSA "Measure 

of Sampling Adequacy" in Anglo-Saxon software. But the French 
translation "mesure d'adéquation de l'échantillon" 
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and gives additional information to the examination of the 

correlation matrix. Its interpretation is as follows: 

Table 3: Interpretation rule for the KMO test 

Valeur du 

test 

KMO 

< 𝟎, 𝟓 [𝟎, 𝟓 ;  𝟎, 𝟔] [𝟎, 𝟔 ;  𝟎, 𝟕] [𝟎, 𝟕 ;  𝟎, 𝟖] [𝟎, 𝟖 ; 𝟎, 𝟗] > 𝟎, 𝟗

Interprétati

on 

Inaccepta

ble 

Insufficie

nt 
Médiocre Excellent 

Méritoir
e 

Excelle
nt 

Next, the relationships between the original variables and the 

components are examined. The stronger this relationship, the 

more the variable is "explained" by the factor. This 

relationship, which is expressed by a number between -1 and 

+1, is called the factor loading of the variable on the factor. 

A variable is only considered to be associated with a factor if 
its factor loading exceeds 0.3 in absolute value.

In order to improve the structuring of the factors of each of 

the measurement instruments used, we will carry out a PCA 

with orthogonal rotation of the VARIMAX type with Kaiser 

normalisation, generally used when it comes to measurement 

scales for which independent components are expected 

(Evrard et al., 2003). 

This method makes it possible to obtain a clear factorial 
structuring by determining for each factor its weight on the 

different factors (axes). The items are then assigned to the 

different factors according to their weight. For each factor, 

only the items with a strong contribution are retained, while 

ensuring the significance of the percentage of variance 

explained and Cronbach's alpha coefficient. 

IV.APPLICATION

We consider a questionnaire with several questions (items) 

grouped into theoretical variables. Our application concerns 
a latent variable named "Decision evaluations of the line 

manager". And it is measured by six separate questions and 

structured according to a five-point Likert scheme as shown 

in the following table. 

Table 2: Measurement scale for the latent variable "Decision 

evaluations". 
Question/ 

Secondary issues 

Scale of measurement

Your decisions ... 
Not at all 

in 

agreement 

No 

agreement 

Neither 

disagree 

nor agree 

I agree
Totally 

agree 

Are taken routinely 

(Q70) 
☐ ☐ ☐ ☐ ☐ 

Are taken 

repeatedly (Q71) 
☐ ☐ ☐ ☐ ☐ 

Are taken without 

involving my 

colleagues or 

superiors (Q72) 

☐ ☐ ☐ ☐ ☐ 

Could be automated 

(Q73) 
☐ ☐ ☐ ☐ ☐ 

Need experience 

and hindsight (Q74) ☐ ☐ ☐ ☐ ☐ 

Are so complex that 

they require 

computer use (Q75) 
☐ ☐ ☐ ☐ ☐ 

12 The most frequently used method of reliability estimation 

in psychometrics is the internal consistency method, also 

As a reminder, the approach used for cleaning is the 

reduction of the random error of the measurement of the 

concepts studied (Examination of the internal consistency of 

the items). It is achieved by applying the following two steps: 

The first step is therefore to :  

 Calculate the Cronbach's alpha coefficient. It is the

usual measure of the internal consistency of a set of
measurement indicators. It allows to estimate the

extent to which an item can weaken the internal

consistency12 of a multiple scale.

 Remove items that weaken the Cronbach's alpha

value below 0.60.

A. Analysis of internal reliability for the variable 
"Evaluation of decisions". 

The objective of this application is to determine the reliability 

of the measurement instrument we have used to conduct this 

research. In our case, we use so-called Likert measurement 

scales. 

The aim of this test is to improve its overall quality in order 

to be able to select the "best" items that reflect the constructs 

under study.

The reliability analysis applied to the items of this variable 
shows that five items are retained instead of six. The value of 

Cronbach's alpha in this case indicates a value that is close to 

0.632 after eliminating item number 74 (Q74), which affirms 

that the scale presents a satisfactory internal consistency for 

the constructs. 

known as homogeneity, unidimensionality and internal 

consistency.   
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B. Application of the CPA 

The evaluation of decisions is a variable defined from two 

items following the reliability analysis. First, it is interesting 

to apply a principal component analysis without rotation to 

the variable "Decision evaluation". This analysis will allow 

us to identify a clear factor structure with reliable internal 

consistency. 

Indeed, principal component analysis without rotation 

allowed us to retain two main factors (Engen-value 

values greater than one). The two principal 

components capture about 68.67% of the overall 

variability.  
The first factor alone captures 36.70% and has a trace 

value of 1.83. The second factor absorbs 31.97% of the 

observed variance with a trace value of around 1.59.  

The structure retained for the "decision evaluation" 

variable is a two-dimensional structure. Indeed, principal 

component analysis without rotation allowed us to retain 

two main factors (Engen-value values greater than one). The 
two principal components capture approximately 68.67% of 

the overall variability.  

The principal component is exploratory factor analysis is to 

arrive at a parsimonious conceptualisation of latent traits, by 

determining the number and nature of a small set of factors 

explaining the correlation networks among a set of variables 

(Fabrigar et al, 1999). This is based on what Pohlmann (2004) 

considers to be the fundamental theorem of factor analysis 

that the correlation between two variables depends on the 

similarity of their relationship with the latent factors. 

This technique, which aims to synthesise the information, 

consists firstly of verifying that the dimensions of the 

construct are clearly identified by common factors that are 

well distinguished and meet the criteria of convergent and 

discriminant validity (explaining the variability of the latent 

variable). And secondly to carry out a principal component 

analysis without rotation in order to determine the number 

of factors of the construct. The number of components is 

equal to the number of items.  

After factoring, the results show that this factor is 

composed of all the items retained from the previous 

analysis (reliability of the measurement scales). Indeed, after 
rotation, items Q70, Q71, Q72, Q73 and Q75 are retained for 

better decision making. In addition, this analysis allowed us 

to retain a dimensional distribution of these items according 

to the estimated factors. In particular, items Q70, Q71, Q75 

for the first factor and Q72, Q73 for the second factor.

C. Overall assessment: KMO test 

The output above shows that the goodness-of-fit index for 

this factorial solution is 0.59. This value seems poor when 

referring to the acceptance thresholds of the KMO test. This 

value seems poor when referring to the acceptance thresholds 

of the KMO test. However, it seems that the set of items 

selected can constitute a coherent double structure allowing 

to approach the variable "Evaluation of decisions". 
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V. Conclusion 

This methodological work par excellence outlines the 

different stages required to carry out an exploratory factor 

analysis, the importance of which lies in the choice of 
techniques and methodology to be adapted. Indeed, it is 

important to present the research tool that is based on a 

questionnaire survey. In developing the questionnaire, the 

whole cycle of designing and testing the questionnaire (pre-

test) was covered. The questionnaire went through several 

stages including the questionnaire design phase which started 

after the specification of the conceptual basis and the 

determination of the data collection mode. Thus, the factor 

analysis approach allows the identification of latent factors 

from directly measured variables. That is, it defines each 

latent variable (construct) by associating a number of 

measured variables (item) with it. 

The exploratory study involved another analysis that falls 

within the framework of factorial component analysis, which 

aims to find the factors that summarise the data or their 

characteristics. The approach consists of conducting the three 

main validity stages most commonly used: PCA without 

rotation, PCA with varimax rotation and the KMO test. At 

this level, the questionnaire is considered purified and valid 

for a second administration on a larger sample. 
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